
Positional 𝜔-regular languages
Antonio Casares

University of Warsaw

Poland

antoniocasares@mimuw.edu.pl

Pierre Ohlmann

CNRS, LIS, Université Aix-Marseille

France

pierre.ohlmann@lis-lab.fr

ABSTRACT
In the context of two-player games over graphs, a language 𝐿 is

called positional if, in all games using 𝐿 as winning objective, the

protagonist can play optimally using positional strategies, that is,

strategies that do not depend on the history of the play. In this work,

we describe the class of parity automata recognising positional lan-

guages, providing a characterisation of positionality for 𝜔-regular

languages. As corollaries, we establish decidability of positionality

in polynomial time, finite-to-infinite and 1-to-2-players lifts, and

show the closure under union of prefix-independent positional ob-

jectives, answering a conjecture by Kopczyński in the 𝜔-regular

case.
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1 INTRODUCTION
1.1 Context: Strategy complexity in infinite

duration games
We study games in which two antagonistic players, that we call

Eve and Adam, take turns in moving a token along the edges of a

given (potentially infinite) edge-coloured directed graph. Vertices

of the graph are partitioned into those belonging to Eve and those

belonging to Adam; when the token lands in a vertex, it is the owner

of this vertex who chooses where to move next. This interaction

goes on in a non-terminating mode, producing an infinite path in
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the graph called a play. The winner of such a play is determined ac-

cording to a language of infinite sequences of colours𝑊 , called the

objective of the game; plays producing a sequence of colours in𝑊

are winning for Eve, and plays that do not satisfy the objective𝑊

are winning for the opponent Adam.

One of the central applications of games on graphs is the problem

of reactive synthesis: given a system interacting with its environ-

ment and a formal specification, we want to obtain a controller for

the system ensuring that the specification is met. The interaction

between the system and the environment can bemodelled as a game

where a winning strategy corresponds to a correct implementation

of a controller [4, 12, 45].

In this context, a crucial parameter is the complexity of strate-

gies required by the players to play optimally. Games admitting

simple strategies are both easier to solve algorithmically, and the

controllers obtained for them can be represented succinctly.

Positional strategies. The simplest strategies are positional ones,

those that depend only on the current vertex, and not on the his-

tory of the play. In this work, we are interested in the following

question: Given a fixed objective𝑊 , is it the case that players can

play optimally using positional strategies in all games that have𝑊

as winning objective? We can ask this question just for one player

(player Eve) – we say in the affirmative case that𝑊 is positional
1
–

or for both players – we say that𝑊 is bipositional. Also, it might

be relevant to consider the question for subclasses of games, in

particular, for finite games, or for 1-player games.

Bipositionality. The class of bipositional objectives, both over

finite and infinite games, is already well understood. A characteri-

sation of bipositionality over finite games was obtained by Gimbert

and Zielonka [28], using two properties called monotonicity and

selectivity. An important and useful corollary of their result is what

is commonly known as a 1-to-2-player lift: an objective𝑊 is bi-

positional over finite games if and only if both players can play

optimally using positional strategies in finite 1-player games.

Over infinite games, a very simple and elegant characterisation

of bipositionality was given by Colcombet and Niwiński for prefix-

independent objectives [24]: a prefix-independent objective𝑊 is

bipositional if and only if it is the parity objective. In particular,

these objectives are necessarily 𝜔-regular. No such characterisa-

tion is known for non-prefix-independent objectives (although a

generalisation of this result for finite memory without the prefix-

independent assumption is studied in [10]).

Positionality. Although positionality is arguably more relevant

than bipositionality in the context of reactive synthesis (the con-

troller is built basing on Eve’s strategies), much less is known for

1
Sometimes in the literature the term “half-positional” or “Eve-positional” is used to

stress the asymmetric nature of this notion.
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this class. During the 90s, positionality of some central objectives

was proved, notably of parity [27] and Rabin languages [30], but the

first thorough study of positionality was conducted by Kopczyński

in his PhD thesis [32]. There, he provides some sufficient conditions

for positionality (which were generalised in [3]) and introduces an

important set of conjectures that have greatly influenced research

in the area in the recent years. However, no general characterisation

was found for positionality.

Recently, Ohlmann made a step forward by providing a char-

acterisation of positionality by means of the existence of graph-

theoretical structures known as monotone universal graphs [40, 41].

While this characterisation is a valuable tool for proving position-

ality, it is not constructive and does not directly yield decidability

results. Also, Ohlmann’s result comes with a caveat: necessity of

the existence of universal graphs for positional objectives is only

guaranteed for those containing a neutral letter (a letter that does

not change membership to𝑊 after its removal). He conjectures

that this restriction is not essential, as the addition of a neutral

letter to any objective should not break positionality.

𝜔-regular languages. A central class of languages over infinite

words is the class of 𝜔-regular languages, which admits several

alternative definitions: these are the languages recognised by deter-

ministic parity automata, by non-deterministic Büchi automata,

definable using 𝜔-expressions, or using monadic second order

logic [13, 38, 39].

One of the main contributions of Kopczyński was to show de-

cidability of positionality over finite games for prefix-independent

𝜔-regular objectives [31, Theorem 2]. His procedure works by enu-

merating all possible game graphs where positionality might fail (up

to a sufficiently large size); it runs in O(𝑛O(𝑛2) ) time, and does not

reveal much about the structure of automata recognising positional

languages.

Regarding positionality over arbitrary games and for non-prefix-

independent objectives, characterisations have been found for some

subclasses of 𝜔-regular objectives. For closed objectives (objectives

recognised by safety automata), positionality was characterised by

Colcombet, Fijalkow and Horn in 2014 [23].

Recently, a characterisation of positionality for languages recog-

nised by deterministic Büchi automata was provided by Bouyer,

Casares, Randour and Vandenhove [7] (see also Proposition 4.2). As

a corollary, they establish polynomial-time decidability of position-

ality for deterministic Büchi automata. However, the conditions

they provide are not necessary for positionality in general, for

instance, for languages recognised by coBüchi automata.

Finite-to-infinite and 1-to-2-player lifts. As mentioned above, a

consequence of Gimbert and Zielonka’s result [28] is that, in or-

der to check bipositionality over finite games, it suffices to check

whether players can win positionally in 1-player games. Recently,

generalisations of 1-to-2-player lifts have been studied in the setting

of finite memory by Kozachinskiy [33] and Vandenhove [10, 11, 46].

Vandenhove conjectures that if𝑊 is positional over Eve-games

(resp. over finite games), then𝑊 is positional over all games [46,

Conjecture 9.1.1]. This conjecture has been shown to hold in the

case of languages recognised by deterministic Büchi automata [7].

Closure under union. One of the recurring themes in Kopczyński’s

PhD thesis [32] is the following question.

Conjecture 1.1 (Kopczyński’s conjecture [32, Conjecture 7.1]).

Let𝑊1,𝑊2 ⊆ Σ𝜔 be two prefix-independent positional objectives.

Then𝑊1 ∪𝑊2 is positional.

Very recently, Kozachinskiy [34] disproved this conjecture, but

only for positionality over finite games. Also, the counter-example

he gives is not 𝜔-regular. On the positive side, Kopczyński’s con-

jecture has been proved to hold for objectives recognised by deter-

ministic Büchi automata [7], as well as for the family of Σ0
2
objec-

tives (objectives recognised by infinite coBüchi automata) [41, 42].

Kopczyński’s conjecture and this latter result have been generalised

to the setting of finite memory [19]. Solving Kopczyński’s conjec-

ture over infinite games is one of the driving open questions for

the field.

1.2 Contributions and organisation
Our main contribution is a characterisation of positionality for 𝜔-

regular languages, stated in Theorem 3.1. We propose a syntactic

description of a family of deterministic parity automata, so that any

automaton in this class recognises a positional language, and any

positional language can be recognised by such an automaton. In fact,

we describe two slightly different such families, called, respectively,

fully progress consistent signature automata and 𝜀-completable

automata. These families offer distinct advantages and complement

our intuitions on positionality.

From this characterisation, we derive multiple corollaries that

address the majority of open questions related to positionality in

the case of 𝜔-regular languages:

(1) Decidability in polynomial time. Given a deterministic

parity automaton A, we can decide in polynomial time

whether L(A) is positional or not (Theorem 3.3).

(2) Finite-to-infinite and 1-to-2-players lift. An 𝜔-regular

objective𝑊 is positional over arbitrary games if and only if

it is positional over finite, 𝜀-free Eve-games (Theorem 3.4).

This answers a question raised by Vandenhove [46, Conjec-

ture 9.1.1].

(3) Closure under union. The union of two 𝜔-regular posi-

tional objectives is positional, provided that one of them

is prefix-independent (Theorem 3.5). This solves a stronger

variant of Kopczyński’s conjecture in the case of 𝜔-regular

languages.

(4) Closure under addition of a neutral letter. If 𝑊 is 𝜔-

regular and positional, the objective obtained by adding a

neutral letter to𝑊 is positional too (Theorem 3.6). This solves

Ohlmann’s conjecture in the case of 𝜔-regular languages.

We obtain some additional results pertaining to classes of objec-

tives that are not necessarily 𝜔-regular. We relax the 𝜔-regularity

hypothesis in two orthogonal ways.

(5) Characterisation of bipositionality of all objectives.We

extend the characterisation of bipositionality of Colcombet

and Niwiński [24] to all objectives, getting rid of the prefix-

independence assumption (Theorem 6.1).
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(6) Characterisation of positionality of closed and open
objectives. We characterise positionality for closed and

open objectives (Theorem 6.3). We also obtain as corollaries

1-to-2 players lifts and closure under addition of a neutral

letter for these classes of objectives.

Technical tools. We would like to highlight some technical tools

that take primary importance in our proofs.

Universal graphs. In general, showing that a given objective

is positional can be challenging, as we need to show that for every

game Eve can play optimally using positional strategies. Ohlmann’s

characterisation using monotone universal graphs provides a pain-

less path to prove positionality (see Proposition 2.2). We rely on

this result to show that parity automata satisfying the syntactic

conditions imposed in Theorem 3.1 do indeed recognise positional

languages.

History-deterministic automata. History-deterministic au-

tomata are a model in between deterministic and non-deterministic

ones; we refer to [6, 36] for detailed expositions on them. Although

the statements of our results do not mention history-determinism,

they appear naturally in two different parts of our proofs:

• Establishing necessity of the syntactic conditions from our

main characterisation requires a very fine control of the

structure of automata. We develop a technique for decom-

posing automata, for which we need to use and generalise

the methods introduced by Abu Radi and Kupferman [1] for

the minimisation of HD coBüchi automata.

• To show the sufficiency of these conditions, we build a mono-

tone universal graph from a signature automaton. To fa-

cilitate this process, we first “saturate” automata, adding

as many transitions as possible without modifying the lan-

guages they recognise. This procedure generates non-deter-

minism, but preserves history-determinism, the key property

that allows us to prove universality of the obtained graph

(see Proposition 5.2).

We believe that this use of history-deterministic automata show-

cases their usefulness and canonicity.

Normal form of parity automata. In our central proof, we

rely on a normal form of parity automata, as defined in [17, Sec-

tion 6.2]. Automata in normal form present a set of properties that

simplify manipulating them and reasoning about their runs. We

make consistent use of these properties in our combinatorial argu-

ments. The use of this normal form, or variants of it, is common

in the literature, and finds application in diverse contexts, such as

the study of history-deterministic coBüchi automata [1, 26, 35] or

automata learning [5].

Congruences for parity automata. Since the beginning of the
theory of finite automata, the notion of congruence has played a

fundamental role [2, 37, 43]. Here, we propose a notion of congru-

ences for parity automata that make it possible to build quotient

automata that are compatible with the acceptance condition. This

newly introduced vocabulary allows us to formalise the details of

the proof of Theorem 3.1 in a simpler way. We believe that it will

be useful for the study of parity automata in other contexts.

Organisation of the paper. This paper is an extended abstract

aimed at presenting the main contributions and central proof ideas

of this work. The full version [20] contains all proofs, as well as nu-

merous extra examples and a detailed warm-up section is attached

as an appendix.

After introducing some general definitions and terminology used

throughout the paper, we begin Section 3 by stating the characteri-

sation result (Theorem 3.1) and its main consequences. A substan-

tial portion of that section is devoted to explain the two central

automata-theoretic concepts used in the statement of the theorem:

signature automata and 𝜀-complete automata. In Section 4, we ex-

emplify these notions by instantiating them in the subclasses of

languages recognised by deterministic Büchi and coBüchi automata,

respectively. We provide proofs for these cases, which already il-

lustrate several important ideas used in the general setting. In

Section 5 we explain how to generalise these ideas to the full class

of 𝜔-regular languages. To conclude, we include some discussions

about future research directions in Section 6, and state some further

corollaries from our results pointing in those directions.

2 PRELIMINARIES
2.1 Games and positionality
2.1.1 Games on graphs. A Σ-graph 𝐺 is given by a (potentially

infinite) set of vertices 𝑉 together with a set of coloured directed

edges 𝐸 ⊆ 𝑉 × Σ × 𝑉 . We write 𝑣
𝑐−→ 𝑣 ′ to refer to an edge in 𝐺

with source 𝑣 , target 𝑣 ′, and colour 𝑐 . We use notations 𝑣
𝑤

𝑣 ′ for

finite paths from 𝑣 to 𝑣 ′ labelled by 𝑤 ∈ Σ∗ and 𝑣
𝑤

for infinite

paths from 𝑣 labelled by𝑤 ∈ Σ𝜔 . The size of a graph 𝐺 is defined

to be the cardinality of 𝑉 . We assume throughout the paper that

Σ-graphs do not contain sinks, that is, every vertex has at least one

outgoing edge.

A game G = (𝑉 , 𝐸,𝑉Eve,𝑊 ) is given by an Σ ∪ {𝜀}-graph 𝐺 =

(𝑉 , 𝐸) together with an objective𝑊 ⊆ Σ𝜔 and a partition 𝑉 =

𝑉Eve ⊔𝑉
Adam

of the vertices into those controlled by Eve and by

her opponent Adam. Letter 𝜀 is a fresh element used to represent

uncoloured edges; we impose that no infinite path in𝐺 is composed

exclusively of 𝜀-edges. Games not containing uncoloured edges are

called 𝜀-free. An Eve-game is a game G in which all the vertices

are controlled by Eve, that is, 𝑉 = 𝑉Eve. Unless stated otherwise,

we take the point of view of player Eve; expressions as “winning”

will implicitly stand for “winning for Eve”, and strategies will be

defined for her.

In a game, the players move a pebble from one vertex to another

for an infinite duration. The player who owns the vertex 𝑣 where

the pebble is placed chooses an edge 𝑣
𝑐−→ 𝑣 ′ and the pebble travels

through this edge to its target, producing colour 𝑐 . In this way, they

produce a path 𝜌 = 𝑣0
𝑐0−−→ 𝑣1

𝑐1−−→ 𝑣2
𝑐2−−→ · · · ∈ 𝐸𝜔 , that we call a

play. Such a play is winning if the sequence 𝑤 ∈ Σ𝜔 obtained by

removing from 𝑐0𝑐1𝑐2 . . . the occurrences of 𝜀 belongs to𝑊 .

A strategy is a function strat : 𝐸∗ → 𝐸, that tells Eve which

move to choose after any possible finite play. We say that a play

𝜌 ∈ 𝐸𝜔 is consistent with the strategy strat if after each finite prefix

𝜌 ′ ⊑ 𝜌 ending in a vertex controlled by Eve, the next edge in 𝜌 is

strat(𝜌 ′). We say that the strategy strat is winning from a vertex

𝑣 ∈ 𝑉 if all infinite plays starting in 𝑣 consistent with strat are
winning. If such a strategy exists, we say that Eve wins G from 𝑣 .
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The winning region of a game G, written WinEve (G), is the set of
vertices 𝑣 ∈ 𝑉 such that Eve wins G from 𝑣 .

2.1.2 Positionality. We say that a strategy strat : 𝐸∗ → 𝐸 is posi-

tional if there exists a mapping 𝜎 : 𝑉Eve → 𝐸 such that for every

finite play 𝜌 = 𝑣0
𝑐0−−→ . . .

𝑐𝑛−1−−−→ 𝑣𝑛 ending in a vertex 𝑣𝑛 controlled

by Eve we have strat(𝜌) = 𝜎 (𝑣𝑛).
An objective𝑊 ⊆ Σ𝜔 is positional if for every𝑊 -game, Eve

has a positional strategy which is winning from every vertex of

her winning region.
2
We say that𝑊 is bipositional if both𝑊 and

Σ𝜔 \𝑊 are positional. IfX is a subclass of𝑊 -games (notably, finite,

𝜀-free and Eve-games), we say that𝑊 is positional over X games

if for every𝑊 -game in X, Eve has a positional strategy winning

from her winning region.

Remark 2.1. Our notion of positionality uses what sometimes are

called uniform strategies, that is, we require that a single positional

strategy suffices to win independently of the initial vertex.

2.1.3 Universal graphs. We now introduce monotone universal

graphs, which is our main tool for deriving positionality results.

Given two Σ-graphs 𝐺 = (𝑉 , 𝐸) and 𝐺 ′ = (𝑉 ′, 𝐸 ′), a morphism

of Σ-graphs 𝜙 from𝐺 to 𝐺 ′
is a map 𝜙 : 𝑉 → 𝑉 ′

such that for each

edge 𝑣
𝑐−→ 𝑣 ′ in 𝐺 , it holds that 𝜙 (𝑣) 𝑐−→ 𝜙 (𝑣 ′) defines an edge in𝐺 ′

.

Given a Σ-graph𝐺 , a vertex 𝑣 of𝐺 and an objective𝑊 ⊆ Σ𝜔 , we

say that 𝑣 satisfies𝑊 in𝐺 if for any infinite path 𝑣
𝑤

in 𝐺 , it holds

that𝑤 ∈𝑊 . Given a cardinal 𝜅, a Σ-graph 𝑈 is (𝜅,𝑊 )-universal if
all graphs 𝐺 of size < 𝜅 admit a morphism 𝜙 : 𝐺 → 𝑈 such that

any vertex 𝑣 that satisfies𝑊 in 𝐺 is mapped to a vertex 𝜙 (𝑣) that
satisfies𝑊 in𝑈 .

A Σ-graph 𝐺 together with an ordering (resp. well-ordering) of

its vertices is called an ordered graph (resp. well-ordered graph). An

ordered graph (𝐺, ≤) is called monotone if

𝑣 ≥ 𝑢
𝑐−→ 𝑢 ′ ≥ 𝑣 ′ =⇒ 𝑣

𝑐−→ 𝑣 ′ in 𝐺.

A letter 𝑐 ∈ Σ is neutral for an objective𝑊 if, for all𝑤1,𝑤2, · · · ∈
Σ+ and 𝑛1, 𝑛2, · · · ∈ N:

• 𝑐𝑛1𝑤1𝑐
𝑛2𝑤2 · · · ∈𝑊 ⇐⇒ 𝑤1𝑤2 · · · ∈𝑊 , and

• 𝑤1𝑐
𝜔 ∈𝑊 ⇐⇒ 𝑤1

−1𝑊 ≠ ∅ (that is, there is𝑤 ∈ Σ𝜔 such

that𝑤1𝑤 ∈𝑊 ).

We now state our main tool for proving positionality.

Proposition 2.2 ([41, Theorem 3.1]). Let𝑊 ⊆ Σ𝜔 be an objec-

tive. If for all cardinals 𝜅 there exists a (𝜅,𝑊 )-universal well-ordered
monotone graph, then𝑊 is positional over all games. Moreover, the

converse holds if𝑊 admits a neutral letter.

2.2 Automata
2.2.1 Parity automata. A (non-deterministic) parity automaton over

the alphabet Σ is given by a tuple A = (𝑄, Σ, 𝑞init,Δ, p), where 𝑄
is a finite set of states, Σ is a set of letters called the input alphabet,

𝑞init is the initial state, Δ ⊆ 𝑄 × Σ ×𝑄 is a set of transitions, and

p : Δ → [𝑑min, 𝑑max] ⊆ N is a function assigning integer numbers

to transitions; we refer to these numbers as priorities. We write

2
We remark that the question of positionality is independent from that of determinacy

of the game. Nevertheless, all games with 𝜔-regular objectives are determined [12].

𝑞
𝑎:𝑥−−−→ 𝑞′ to indicate that there is a transition 𝑒 = (𝑞, 𝑎, 𝑞′) ∈ Δ with

p(𝑒) = 𝑥 .

For a state 𝑞 ∈ 𝑄 , we writeA𝑞 to denote the automaton obtained

by setting𝑞 as initial state.We assume in this paper that all automata

are complete, that is if for every 𝑞 ∈ 𝑄 and 𝑎 ∈ Σ, there is at least

one transition 𝑞
𝑎:𝑠−−→.

We write 𝑞
𝑤:𝑥

𝑝 if there exists a path with minimal priority

𝑥 from 𝑞 to 𝑝 labelled𝑤 . We write 𝑞
𝑤:≥𝑥

𝑝 to denote that there

exists such a path producing no priority strictly smaller than 𝑥 .

A run over an infinite word𝑤 = 𝑎0𝑎1𝑎2 · · · ∈ Σ𝜔 in A is a path

𝜌 = 𝑞init
𝑎0:𝑥0−−−−→ 𝑞1

𝑎1:𝑥1−−−−→ 𝑞2
𝑎2:𝑥2−−−−→ · · · ∈ Δ𝜔 .

It is accepting if

min{𝑥 ∈ N | 𝑥 = 𝑥𝑖 for infinitely many 𝑖} is even, 3

and rejecting otherwise. A word𝑤 ∈ Σ𝜔 is accepted by A if there

exists an accepting run over 𝑤 . The language recognised by an

automaton A is the set

L(A) = {𝑤 ∈ Σ𝜔 | 𝑤 is accepted by A}.

Two automata recognising the same language are said to be equiv-

alent. In this paper, “language” and “objective” are synonyms.

We say that an automaton A is deterministic if for every 𝑞 ∈ 𝑄

and 𝑎 ∈ Σ, there is only one 𝑎-transition 𝑞
𝑎:𝑥−−−→ outgoing 𝑞. Any

parity automaton admits an equivalent deterministic one [39]. A

language is called 𝜔-regular if it can be recognised by a parity

automaton.

Remark 2.3 (Transition-based acceptance). We emphasise that in

our definition, the acceptance condition is put over the transitions

of the automata. This will be a crucial element in our characteri-

sation. We refer to [16, Chapter VI] for further discussions on the

comparison between transition-based and state-based automata.

History-determinism. An automaton A is history-deterministic

(shortened HD) if there is function r : Δ∗ × Σ → Δ, such that for

every word 𝑤 = 𝑎0𝑎1 · · · ∈ L(A), the sequence 𝑒0𝑒1 · · · ∈ Δ𝜔

defined by 𝑒𝑖 = r(𝑒0 . . . 𝑒𝑖−1, 𝑎𝑖 ) is an accepting run over𝑤 in A. In

other words, r should be able to construct an accepting run in A
letter-by-letter with only the knowledge of the word so far, for all

words in L(A).

Büchi and coBüchi automata. A Büchi automaton is a parity au-

tomaton using [0, 1] as set of priorities. In this case, transitions

carrying priority 0 are called Büchi transitions. Parity automata

using [1, 2] as set of priorities are called coBüchi, and transitions

carrying priority 1 are called coBüchi transitions in this case.

We say that a language𝑊 is Büchi recognisable (resp. coBüchi

recognisable) if it can be recognised by a deterministic Büchi au-

tomaton (resp. deterministic coBüchi automaton). These are incom-

parable strict subclasses of the 𝜔-regular languages.

3
Note that we use the min-parity condition, that is, smaller priorities are the most

important ones (in some parts of the literature the max-parity condition is used).
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Automata with 𝜀-transitions. An automaton with 𝜀-transitions

is defined just as an automaton over the alphabet Σ ∪ {𝜀}, where
𝜀 ∉ Σ is a distinguished letter. In particular, transitions labelled

by 𝜀 (called 𝜀-transitions) also carry priorities. The language of an

automaton A with 𝜀-transitions is the set of words 𝑤 ∈ Σ𝜔 such

that there exists𝑤 ′ ∈ (Σ ∪ {𝜀})𝜔 which is accepted by A and such

that𝑤 is obtained from𝑤 ′
by removing all occurrences of 𝜀.

2.2.2 Residuals. Let𝑊 ⊆ Σ𝜔 be a language of infinite words and

let 𝑢 ∈ Σ∗. We define the residual of𝑊 with respect to 𝑢 by

𝑢−1𝑊 = {𝑤 ∈ Σ𝜔 | 𝑢𝑤 ∈𝑊 }.
We denote Res(𝑊 ) the set of residuals of𝑊 , which we will always

order by inclusion.

We now state a key monotonicity property for residuals; its proof

is a direct check.

Lemma 2.4. For any language𝑊 ⊆ Σ𝜔 and for any finite words

𝑢,𝑢 ′,𝑤 ∈ Σ∗, if 𝑢−1𝑊 ⊆ 𝑢 ′−1𝑊 then (𝑢𝑤)−1𝑊 ⊆ (𝑢 ′𝑤)−1𝑊 .

If A is a deterministic automaton recognising 𝑊 , for every

state 𝑞, and any word𝑢 reaching 𝑞 from the initial state,𝑢−1𝑊 coin-

cides with L(A𝑞). We say that 𝑢−1𝑊 is the residual corresponding

to 𝑞 in this case. We say that two states 𝑞 and 𝑝 are equivalent if

L(A𝑞) = L(A𝑝 ), and write 𝑞 ∼A 𝑝 .

Prefix-independence. We say that a language𝑊 ⊆ Σ𝜔 is prefix-

independent if for all 𝑤 ∈ Σ𝜔 and 𝑢 ∈ Σ∗, 𝑢𝑤 ∈ 𝑊 if and only

if 𝑤 ∈ 𝑊 . Equivalently,𝑊 is prefix-independent if Res(𝑊 ) is a
singleton.

3 POSITIONALITY OF 𝜔-REGULAR
OBJECTIVES: STATEMENT OF THE
RESULTS

In this section, we state the central result of the paper: a full charac-

terisation of deterministic parity automata recognising positional

𝜔-regular languages (Theorem 3.1). In Section 3.3 we introduce

and explain the technical terminology used in this Theorem, and in

Section 3.2 we state the main consequences of this characterisation.

3.1 The characterisation theorem
We state our main characterisation theorem. Items are ordered

following the sequence of logical implications in its proof.

Theorem 3.1. Let𝑊 ⊆ Σ𝜔 be an 𝜔-regular objective. The follow-

ing are equivalent:

(1) 𝑊 is positional over finite 𝜀-free Eve-games.

(2) There is a deterministic fully progress consistent signature

automaton recognising𝑊 .

(3) There is a deterministic 𝜀-completable automaton recognis-

ing𝑊 .

(4) For all cardinals 𝜅, there is a well-ordered monotone (𝜅,𝑊 )-
universal graph.

(5) 𝑊 is positional over all games (potentially infinite and con-

taining 𝜀-edges).

This is an automata-oriented characterisation of positionality: we

identify two classes of deterministic parity automata (fully progress

consistent signature and 𝜀-completable, defined below), such that

any positional language can be recognised by automata in these

classes. Each of them presents some formal advantages that make

them suitable for different kind of proofs. On one hand, signature

automata can be built recursively from any given automaton recog-

nising a positional language. On the other, 𝜀-completable automata

are closer to monotone universal graphs, allowing to prove position-

ality of a language recognised by such an automaton. We explain

these notions in Section 3.3.

In fact, regarding 𝜀-completable automata we obtain a stronger

result: any parity automaton recognising a positional language is

𝜀-completable (including non-deterministic ones). However, the

proof of this result relies on Theorem 3.1 and its consequences.

This is made more precise in the proposition below.

Proposition 3.2. Let𝑊 be an 𝜔-regular objective. The following

are equivalent:

(1) There is a deterministic 𝜀-completable automaton recognis-

ing𝑊 .

(2) There is a history-deterministic 𝜀-complete automaton recog-

nising𝑊 .

(3) 𝑊 is positional over all games.

(4) Any automaton recognising𝑊 is 𝜀-completable.

3.2 Main consequences on positionality
Before defining fully progress consistent signature automata and

𝜀-completable automata, we discuss consequences of Theorem 3.1.

Decidability of positionality in polynomial time.

Theorem 3.3. Given a deterministic parity automaton A, we can

decide in polynomial time whether L(A) is positional.
Although this result is not directly implied by Theorem 3.1,

we prove (see Section 5.3) that we can decide in polynomial time

whether a deterministic parity automaton admits an equivalent

fully progress consistent signature automaton, or, also, if it is 𝜀-

completable. This provides two conceptually different polynomial-

time procedures for checking positionality.

Finite-to-infinite and 1-to-2 player lifts. The following result sim-

ply restates the implication (1) =⇒ (5) from Theorem 3.1.

Theorem 3.4. If an 𝜔-regular objective is positional over finite,

𝜀-free Eve-games, then it is positional over all games (possibly infinite

and containing 𝜀-edges).

Closure under union of prefix-independent positional languages.

We now show that Kopczyński’s conjecture holds for 𝜔-regular lan-

guages: prefix-independent positional languages are closed under

union. In fact, we show a stronger result: it suffices to suppose that

only one of the objectives is prefix-independent.

Theorem 3.5. Let𝑊1,𝑊2 ⊆ Σ𝜔 be two positional 𝜔-regular ob-

jectives, and suppose that𝑊1 is prefix-independent. Then,𝑊1 ∪𝑊2 is

positional.

The result is first easily proved for Eve-games, where prefix-

independence of𝑊1 guarantees a uniform positional strategy. Then

Theorem 3.5 follows thanks to the 1-to-2 player lift (Theorem 3.4).

Kopczyński’s conjecture and its stronger version in which only

one of the objectives is required to by prefix-independent remain

open for arbitrary objectives.



LICS ’24, July 8–11, 2024, Tallinn, Estonia A. Casares, P. Ohlmann

Closure of positionality under addition of neutral letters. As men-

tioned in the introduction, Ohlmann recently characterised posi-

tional objectives by means of the existence of universal graphs [41]

(stated in Proposition 2.2). However, one direction of the proof

requires a further hypothesis,𝑊 has to contain a neutral letter. He

conjectures that this hypothesis is superfluous, as we could add

neutral letters without breaking positionality. Using our character-

isation, we settle this question in the case of 𝜔-regular objectives.

For an objective𝑊 ⊆ Σ𝜔 , we let𝑊 𝜀
be the unique objective

obtained by adding a fresh neutral letter 𝜀 to𝑊 . That is, we define

𝑊 𝜀 ⊆ (Σ∪{𝜀})𝜔 =

{
𝑤1𝜀

𝜔
such that𝑤1

−1𝑊 ≠ ∅, and
𝜀𝑛1𝑤1𝜀

𝑛2𝑤2 . . . such that𝑤1𝑤2 · · · ∈𝑊

}
.

Theorem 3.6. If an 𝜔-regular objective𝑊 is positional over 𝜀-free

games, then𝑊 𝜀
is positional.

3.3 Signature and 𝜀-complete automata
We now present the two central automata-theoretic notions of our

characterisation: signature automata and 𝜀-completable automata.

Before giving formal definitions, let us explain some of the intuitions

behind these notions. Both of these models are deterministic parity

automata together with a collection of nested total preorders over

its states, and the finest of these preorders will define a total order

with some nice monotonicity properties.

The coarsest of this preorders, ≤0, is going to correspond to the

inclusion of residuals: 𝑞 ≤0 𝑝 if L(A𝑞) ⊆ L(A𝑝 ); positionality of

the objective will imply that this preorder is indeed total. We note

that if 𝑞 <0 𝑝 , we can add a transition 𝑝
𝜀−→ 𝑞 to the automaton

without changing its language (going to a “worse state” will not lead

to new accepted words). Positionality of the objective will allow us

to not only add this transition, but also to output priority 0 on it:

𝑝
𝜀:0−−→ 𝑞. Note also that, if 𝑞 ≤0 𝑝 , we cannot add a transition 𝑞

𝜀:0−−→
𝑝 without modifying the language accepted by the automaton.

4

Therefore, 𝑞 <0 𝑝 if and only if we can add a transition 𝑝
𝜀:0−−→ 𝑞.

In general, we will have multiple equivalent states for ≤0 (for

instance, if the language is prefix-independent all states will be

∼0-equivalent). We consider subsequent preorders to refine ≤0, one

for each even priority. The approach we take with 𝜀-completable au-

tomata is to define𝑞 <2 𝑝 if we can add a transition 𝑝
𝜀:2−−→ 𝑞 without

augmenting the language of the automaton; this is described more

precisely in Section 3.3.1 below. We then present in Section 3.3.2

the definition of signature automata, which are a variation around

the same ideas, where each preorder is built according to properties

of the paths in the automaton.

A mental image that might be useful to the reader is to pic-

ture the states of such an automaton as the leaves of an ordered

tree, where different levels in the tree correspond to even priori-

ties. Leaves below a node at level 𝑥 in the tree will be states that

are ∼𝑥 -equivalent (see Figures 1 and 2). Then, roughly speaking,

when reading a transition with priority 𝑥 from 𝑞, one only requires

knowledge about [𝑞]𝑥 , the equivalence classes of the states of the
automaton at level 𝑥 . In the case of 𝜀-completable automata, this

intuition is formalised by the presence of 𝜀-transitions which allow

4
For this to be correct when 𝑞 ∼0 𝑝 , we need to assume that if 𝑞 ∼0 𝑝 , then 𝑞 and 𝑝

occur in a same SCC of the automaton, which can always be assumed w.l.o.g.

to reach equivalent states (at the cost of reading an odd priority);

in the case of signature automata, this is enforced in the definition.

3.3.1 𝜀-completable automata.

Definition 3.7 (𝜀-complete automata). An 𝜀-complete automaton

A is a non-deterministic parity automaton (with 𝜀-transitions),

with priorities ranging between 0 and 𝑑 + 1, where 𝑑 is even, such

that:

• The relations

𝜀:1−−→,
𝜀:3−−→, . . . ,

𝜀:𝑑+1−−−−→ all define total preorders,

each refining the previous one.

• For each even 𝑥 ∈ {0, 2, . . . , 𝑑}, the relation 𝜀:𝑥−−→ is the strict

variant of

𝜀:𝑥+1−−−−→, which means that 𝑞
𝜀:𝑥−−→ 𝑞′ if and only if

𝑞′
𝜀:𝑥+1−−−−→ 𝑞 does not hold.

An automaton A is 𝜀-completable if one may add 𝜀-transitions

making it 𝜀-complete without augmenting its language. We call the

obtained automaton an 𝜀-completion of A.

On an intuitive level, if 𝑥 is even, 𝑞
𝜀:𝑥−−→ 𝑞′ means that “𝑞 is much

better than 𝑞′”, since one may, at any point, move from 𝑞 to 𝑞′ and
be rewarded with an even priority 𝑥 on the way. On the contrary,

𝑞′
𝜀:𝑥+1−−−−→ 𝑞 means that “𝑞′ is not much worse than 𝑞”, since one

may at any point move from 𝑞′ to 𝑞 at the cost of reading an odd

priority 𝑥 + 1. In other words, in a 𝜀-complete automaton, one may

say that 𝑞 and 𝑞′ are comparable for priority 𝑥 .

Example 3.8. Consider the automaton in Figure 1, which recog-

nises the language𝑊 of words with either infinitely many 𝑎’s, or

with no occurrence of 𝑎 and finitely many occurrences of the factor

𝑏𝑏. It turns out that the following 𝜀-transitions can be added all

together to the automaton without modifying its language (only

some of them are depicted in the figure):

• 𝑞2, 𝑞3
𝜀:0−−→ 𝑞1,

• 𝑞2, 𝑞3
𝜀:1−−→ 𝑞1, 𝑞2

𝜀:1−−→ 𝑞3, 𝑞3
𝜀:1−−→ 𝑞2, and 𝑞

𝜀:1−−→ 𝑞 for all 𝑞,

• 𝑞 𝑗
𝜀:2−−→ 𝑞𝑖 for 𝑖 < 𝑗 , and

• 𝑞 𝑗
𝜀:3−−→ 𝑞𝑖 for 𝑖 ≤ 𝑗 .

a : 0
b : 1
c : 1

a : 0

b : 1
c : 2

c : 2
b : 2

a : 0

Figure 1: Automaton A recognising𝑊 = Inf(𝑎) ∪ (No(𝑎) ∧
Fin(𝑏𝑏)). Many 𝜀-transitions can be added to A, some of
them are depicted in dotted green.

This is maximal: no further 𝜀-transition can be added. For 𝑥 an

even priority, we define 𝑞 <𝑥 𝑞′ if 𝑞′
𝜀:𝑥−−→ 𝑞 is possible, and 𝑞 ∼𝑥 𝑞′

if both 𝑞′
𝜀:𝑥+1−−−−→ 𝑞 and 𝑞

𝜀:𝑥+1−−−−→ 𝑞′ are possible. We obtain then:

• 𝑞1 <0 𝑞2, 𝑞3 and 𝑞2 ∼0 𝑞3,

• 𝑞1 <2 𝑞2 <2 𝑞3.

We can represent the obtained structure of nested preorders as

a tree with two levels, as displayed in Figure 2. For instance, the
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fact that 𝑞2 ∼0 𝑞3 is captured by the fact that these states have the

same ancestor at level 0 of the tree. All transitions on this tree may

be added to the automaton as 𝜀-transitions (like the three dashed

ones) without increasing the language; therefore the automata is

𝜀-completable. This implies that𝑊 is positional (Theorem 3.1).

1 1
0,1

3
3

32,32,3

0 relation

2 relation

Figure 2: Tree corresponding to the 2-level-decomposition
of the automaton A from Figure 1.

3.3.2 Fully progress consistent signature automata. For this sub-
section we let A be a deterministic parity automaton over Σ with

states 𝑄 and using priorities in [0, 𝑑max].
An equivalence relation ∼ over 𝑄 is a congruence if for all pair

of equivalent states 𝑞 ∼ 𝑞′ and for all 𝑎 ∈ Σ, if 𝑞
𝑎−→ 𝑝 and 𝑞′

𝑎−→ 𝑝 ′,
then 𝑝 ∼ 𝑝 ′ (regardless of the priority produced by the transitions).

We say that it is a [0, 𝑥]-faithful congruence if, moreover, if 𝑞
𝑎:𝑦
−−−→ 𝑝

with 𝑦 ≤ 𝑥 then 𝑞′
𝑎:𝑦
−−−→ 𝑝 ′ (both transitions produce the same

output priority).

We note that a preorder ≤𝑥 over 𝑄 induces the equivalence

relation ∼𝑥 defined by

𝑞 ∼𝑥 𝑞′ ⇐⇒ 𝑞 ≤𝑥 𝑞′ and 𝑞′ ≤𝑥 𝑞.

Definition 3.9 (Signature automaton). A signature automaton is

a deterministic parity automaton A together with a collection of

nested total preorders ≤0, ≤1, ≤2, . . . , ≤𝑑max
over 𝑄 (≤𝑥+1 refines

≤𝑥 ) such that:

I) Preorder ≤0 is given by the inclusion of residuals.

II) For 𝑥 even, the equivalence relation ∼𝑥 is a [0, 𝑥]-faithful
congruence.

III) For 2 ≤ 𝑥 ≤ 𝑑max, 𝑥 even, and 𝑞 ∼𝑥−2 𝑝:

𝑞 <𝑥−1 𝑝 =⇒ there is no path 𝑞
𝑤:≥𝑥

𝑝.

IV) For 𝑥 even, transitions using priorities ≥𝑥 are monotone for

≤𝑥 over each ∼𝑥−1 class. That is, for 𝑞 ∼𝑥−1 𝑞′, if 𝑞 ≤𝑥 𝑞′:

𝑞
𝑎:≥𝑥−−−−→ 𝑝 =⇒ 𝑞′

𝑎:≥𝑥−−−−→ 𝑝 ′, and 𝑝 ≤𝑥 𝑝 ′.5

The definition of odd equivalence classes ∼𝑥−1 and condition (III)
serve to restrict the domain to which the local monotonicity of

condition (IV) applies. We also note that Condition (IV) is always

satisfied for 𝑥 = 0 by monotonicity of the residuals (we interpret

∼−1 to be the trivial relation).

The existence of a signature automaton recognising an objective

𝑊 does not suffice to ensure positionality of𝑊 ; we need to impose

an additional restriction which is the following.

5
Note that, as A is assumed deterministic, 𝑝 and 𝑝′ are the unique 𝑎-successors of 𝑞
and 𝑞′, respectively.

Definition 3.10 (Full progress consistency). We say that a signature

automatonA is fully progress consistent if, for each 𝑥 even and every

finite word𝑤 ∈ Σ∗:

𝑞 <𝑥 𝑝 and 𝑞
𝑤:≥𝑥

𝑝 =⇒ 𝑤𝜔 ∈ L(A𝑞).

Example 3.11. Consider the automaton from Figure 1. We define

nested preorders over it as follows:

• Preorder ≤0 is given by the inclusion of residuals:𝑞1 <0 𝑞2, 𝑞3,

and 𝑞2 ∼0 𝑞3.

• Preorder ≤1 coincides with preorder ≤0.

• Preorder ≤2 is a total order: 𝑞1 <2 𝑞2 <2 𝑞3.

We note that ≤0 and ≤2 are defined as in Example 3.8 (they are

given by the tree in Figure 2). It is a direct check to verify that this

preorders satisfy all the requirements of a signature automaton,

which is moreover fully progress consistent.

4 SPECIAL CASES AND EXAMPLES
In this section, we instantiate the characterisation of Theorem 3.1

for the classes of languages recognised by deterministic Büchi and

coBüchi automata. Our goal is to both shed some light on the

definition of signature automata, and to explain the proofs on how

we obtain these automata assuming positionality (implication (1)

=⇒ (2) in Theorem 3.1).

4.1 Büchi recognisable objectives
The characterisation of positionality for languages recognised by

deterministic Büchi automata that we present here (Proposition 4.2)

was first obtained in [7]. However, we have adapted and simplified

the existing proof in order to generalise it to all parity automata.

4.1.1 Signature automata: the Büchi case. Assume thatA is a Büchi

automaton. Then in order to be able to define the structure of a

signature automaton over it it should satisfy:

I) The relation ≤0 defined by 𝑞 ≤0 𝑝 if L(A𝑞) ⊆ L(A𝑝 ) is a
total preorder.

II) If 𝑞 ∼0 𝑞
′
and 𝑞

𝑎:0−−→, then 𝑞′
𝑎:0−−→ . (Uniformity of 0-transitions).

Since A does not use priority 2, condition (III) of the definition

of signature automaton is vacuous, and therefore the order ≤1 is

irrelevant. Also, condition (IV) is satisfied by monotonicity of the

residuals (Lemma 2.4).

Observe that if A satisfies the previous condition (II), we can

safely merge equivalent states and obtain an equivalent automaton

that only has one state per residual.

In this case, the full progress consistency condition only applies

to the preorder ≤0 corresponding to the inclusion of residuals, and

therefore A is fully progress consistent if and only if:

For all 𝑢,𝑤 ∈ Σ∗, 𝑢−1𝑊 ⊊ (𝑢𝑤)−1𝑊 =⇒ 𝑢𝑤𝜔 ∈𝑊, (1)

where𝑊 = L(A). An objective𝑊 satisfying property (1) is called

progress consistent.

Example 4.1 (Non-progress consistent objective). Consider the ob-

jective

𝑊 = {𝑤 ∈ Σ𝜔 | 𝑤 contains the factor 𝑎𝑎}.



LICS ’24, July 8–11, 2024, Tallinn, Estonia A. Casares, P. Ohlmann

Its three residuals are totally ordered by inclusion:

𝜀−1𝑊 ⊆ 𝑎−1𝑊 ⊆ (𝑎𝑎)−1𝑊 .

However, it is not progress consistent, as by taking𝑢 = 𝜀 and𝑤 = 𝑏𝑎

we have𝑢−1𝑊 ⊊ (𝑢𝑤)−1𝑊 , but (𝑏𝑎)𝜔 ∉𝑊 . The objective𝑊 is not

positional, as Eve wins the game in which she can alternate between

two self-loops labelled ‘𝑏𝑎’ and ‘𝑎𝑏’ (by producing (𝑏𝑎𝑎𝑏)𝜔 ), but
she cannot win positionally.

All in all, we obtain the following characterisation (first stated

in [7, Theorem 10]).

Proposition 4.2 (Positionality for Büchi recognisable ob-

jectives [7]). Let𝑊 ⊆ Σ𝜔 be a Büchi recognisable language. Then,

𝑊 is positional if and only if:

• Res(𝑊 ) is totally ordered by inclusion,

• 𝑊 is progress consistent, and

• 𝑊 can be recognised by a Büchi automaton having a single

state per residual of𝑊 .

Example 4.3 (Appearing in [7, Example 7]). In Figure 3 we show

a Büchi automaton A recognising the objective𝑊 of words that

either contain the factor 𝑎𝑎, or contain letter 𝑎 infinitely often.

This objective has three different residuals, ordered by inclusion:

qε qa qaa

a : 0

b : 1

a : 0

b : 0

a, b : 0

Figure 3: Büchi automaton recognising the objective 𝑊 =

Inf(𝑎) ∪ Reach(𝑎𝑎).

𝜀−1𝑊 ⊆ 𝑎−1𝑊 ⊆ (𝑎𝑎)−1𝑊 . It is easy to verify that𝑊 is progress

consistent, and A has a state per residual, so by Proposition 4.2,𝑊

is positional.

We devote the rest of the subsection to explain the proof of

the necessity of these conditions for positionality. We first prove

necessity of the two first conditions (which hold for any objective).

Obtaining the third condition is more technical and specific to the

case of Büchi recognisable languages; we first prove it in the case

of prefix-independent languages, and then show how to generalise

it to any Büchi recognisable language.

4.1.2 Total order on residuals and progress consistency.

Lemma 4.4 (Total order of residuals). If an objective𝑊 ⊆ Σ𝜔

is positional, then Res(𝑊 ) is totally ordered by inclusion.

Proof. Suppose that𝑊 has two incomparable residuals, 𝑢1
−1𝑊

and 𝑢2
−1𝑊 . Take 𝑤1 ∈ 𝑢−1

1
𝑊 \ 𝑢−1

2
𝑊 and 𝑤2 ∈ 𝑢−1

2
𝑊 \ 𝑢−1

1
𝑊 .

Stated differently, we have:

𝑢1𝑤1 ∈𝑊 , 𝑢1𝑤2 ∉𝑊 ,

𝑢2𝑤1 ∉𝑊 , 𝑢2𝑤2 ∈𝑊 .

We conclude with a contradicion: in the Eve-game depicted

above, she wins but not positionally. □

v1

v2

vchoice

u1

u2

w1

w2

Lemma 4.5 (Necessity of progress consistency). Any posi-

tional objective is progress consistent.

Proof. Let𝑊 be an objective that is not progress consistent, that

is, there are 𝑢,𝑤 ∈ Σ∗ such that 𝑢−1𝑊 ⊊ (𝑢𝑤)−1𝑊 and 𝑢𝑤𝜔 ∉𝑊 .

Let𝑤 ′ ∈ (𝑢𝑤)−1𝑊 \ 𝑢−1𝑊 .

v0 vchoice
u

w

w′

In the Eve-game depicted above, she wins from vertex 𝑣0 by

producing the play 𝑣0
𝑢

𝑣choice
𝑤

𝑣choice
𝑤′

. However, she

cannot win positionally from 𝑣0 since positional strategies produce

either 𝑢𝑤𝜔
or 𝑢𝑤 ′

, both of which are losing. □

4.1.3 Prefix-independent case: existence of super letters. Let A be

a deterministic Büchi automaton recognising a prefix-independent

objective𝑊 . Then,𝑊 can be recognised by an automaton with a

single state if and only if it is of the form

Buchi(𝐵) = {𝑤 ∈ Σ𝜔 | letters of 𝐵 appear infinitely often in𝑤},
for some 𝐵 ⊆ Σ. We prove that if𝑊 is positional, this is necessarily

the case.

We say that 𝑢 ∈ Σ+ is a super word (for𝑊 ) if every 𝑤 ∈ Σ𝜔

containing 𝑢 as a factor infinitely often belongs to𝑊 . If 𝑢 is a letter,

we say that it is a super letter. Let 𝐵𝑊 ⊆ Σ be the set of super letters

for𝑊 . It is clear that Buchi(𝐵𝑊 ) ⊆𝑊 . We will show that if𝑊 is

positional this is in fact an equality.

Lemma 4.6 (Existence of super letters). A non-empty prefix-

independent positional Büchi recognisable objective𝑊 admits a super

letter.

One may easily conclude using this lemma. Indeed, the restric-

tion of𝑊 to non-super letters is a prefix-independent positional

Büchi recognisable objective which contains no super letter. Thus,

Lemma 4.6 tells us that it is empty, and therefore𝑊 = Buchi(𝐵𝑊 ).

Proof sketch for Lemma 4.6. First, we show that if𝑊 is non-

empty it admits some super word (this crucially relies on the fact

that𝑊 is recognised by a Büchi automaton A). From every state

𝑞 in A, we can find a word𝑤𝑞 ∈ Σ∗ such that 𝑞
𝑤𝑞 :0

visits some

Büchi transition. Concatenating all these words in a suitable way

yields a word𝑤 ∈ Σ∗ satisfying that it will visit a Büchi transition

from any state of the automaton;𝑤 is necessarily a super word.

Then, we show (using positionality) that super words can be

chopped into smaller super words: if 𝑤 = 𝑤1𝑤2 ∈ Σ+ is a super

word, then either 𝑤1 or 𝑤2 is a super word. This allows us to

conclude by repeatedly chopping a super word until obtaining a
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super letter. The proof of this chopping lemma relies in a normal

form for Büchi automata: we can assume that any path 𝑞
𝑤:1

𝑝

not visiting a Büchi transition can be completed into a returning

path 𝑝
𝑤′

:1

𝑞 not visiting a Büchi transition.

Suppose by contradiction that neither𝑤1 nor𝑤2 are super words.

Then, there are states𝑞1 and𝑞2 such that𝑞1
𝑤1:1

𝑞′
1
and𝑞2

𝑤2:1

𝑞′
2
.

By normality, we obtain returning paths 𝑞′
1

𝑢1:1

𝑞1 and 𝑞
′
2

𝑢2:1

𝑞2.

Therefore, (𝑤1𝑢1)𝜔 ∉𝑊 and (𝑤2𝑢2)𝜔 ∉𝑊 .

vu1w1
w2u2

Then in the Eve-game above, Eve can win by producing the

output (𝑢1𝑤1𝑤2𝑢2)𝜔 , since𝑤1𝑤2 is a super word, but she cannot

win positionally. □

4.1.4 General case: Uniformity of 0-transitions. Our objective is
to derive the following result, from which Proposition 4.2 easily

follows.

Lemma 4.7 (Uniformity of 0-transitions). Let𝑊 ⊆ Σ𝜔 be

a positional Büchi recognisable objective. There is a deterministic

Büchi automaton A recognising𝑊 such that for every pair 𝑞 ∼A 𝑞′

of equivalent states and for every letter 𝑎, transition 𝑞
𝑎−→ produces

priority 0 if and only if transition 𝑞′
𝑎−→ produces priority 0.

One of the main ideas to prove this lemma is to reduce to the

prefix-independent case, for which we introduce the localisations

of𝑊 to a residual, as defined next.

For each residual 𝑢−1𝑊 , we define the local alphabet at 𝑢−1𝑊 to

be:

Σ [𝑢 ] = {𝑤 ∈ Σ+ | 𝑢−1𝑊 = (𝑢𝑤)−1𝑊 }.
Seeing words in Σ𝜔[𝑢 ] as words in Σ𝜔 , define the localisation of

𝑊 to 𝑢−1𝑊 to be the objective

𝑊[𝑢 ] = {𝑤 ∈ Σ𝜔[𝑢 ] | 𝑢𝑤 ∈𝑊 }.

It is easy to check that these definitions do not depend on the

representative 𝑢.

That is, Σ [𝑢 ] corresponds to the set of words connecting states

corresponding to 𝑢−1𝑊 in A, and𝑊[𝑢 ] is the concatenation of

those words that produce an accepting run.

These languages allow us to reduce to the prefix-independent

case, as it is easy to check that, for every residual 𝑢−1𝑊 :

• 𝑊[𝑢 ] is a prefix-independent Büchi recognisable objective.
• If𝑊 is positional, so is𝑊[𝑢 ] .

Therefore, if𝑊 is positional, there is a subset 𝐵𝑊[𝑢 ] ⊆ Σ [𝑢 ] such
that𝑊[𝑢 ] is exactly the set of words𝑤 ∈ Σ𝜔[𝑢 ] containing infinitely
often factors in 𝐵𝑊[𝑢 ] .

Then, to obtain Lemma 4.7, the idea is to show that we can

simplify any Büchi automaton recognising𝑊 so that for all states

𝑞 corresponding to a residual 𝑢−1𝑊 , a transition 𝑞
𝑎:0−−→ produces

priority 0 if and only if all words in Σ [𝑢 ] starting by 𝑎 are in 𝐵𝑊[𝑢 ] .

This step is rather technical, we refer to Section 4.3 in the full

version [20]. for details.

4.2 CoBüchi recognisable objectives
We now consider a language 𝑊 recognised by a deterministic

coBüchi automaton A. For simplicity, we will focus on the case

where we further assume that𝑊 is prefix-independent.

We first introduce some vocabulary concerning coBüchi au-

tomata. We say that a path 𝑞
𝑤

𝑞′ in a coBüchi automaton A is

safe if no coBüchi transition appears on it. A safe component of A
is a strongly connected component of the automaton obtained by

removing from A all coBüchi transitions.

We define the safe language of a state 𝑞 as:

Safe<2 (𝑞) = {𝑤 ∈ Σ𝜔 | there is a safe run 𝑞
𝑤:2 }.

We assume that automata are in normal form, that is, transitions

between different safe components are coBüchi transitions. Equiva-

lently, any safe path can be closed in a safe cycle, that is, if 𝑞
𝑤:2

𝑝

then there exists a path 𝑝
𝑤′

:2

𝑞. Note that any automaton can be

put in normal form in polynomial time [14].

Proposition 4.8 (Positionality for prefix-independent coBüchi

recognisable objectives). A prefix-independent coBüchi recognis-

able objective𝑊 is positional if and only if it can be recognised by

a deterministic coBüchi automaton satisfying that within each safe

component, states are totally ordered by inclusion of safe languages.

Example 4.9. Consider the coBüchi automaton from Figure 4,

which recognises the prefix-independent language𝑊 of words that

contain either finitely often the factor 𝑎𝑐 , or finitely often the factor

𝑏𝑏, over the alphabet Σ = {𝑎, 𝑏, 𝑐}.

q1 q2 p1 p2

c : 1

a : 2

b : 2

a : 2

b, c : 2

b : 1

a, c : 2

b : 2

a, c : 2

Figure 4: Deterministic coBüchi automaton recognising ob-
jective𝑊 = Fin(𝑎𝑐) ∪ Fin(𝑏𝑏) from Example 4.9.

This automaton has two safe components: 𝑆1 = {𝑞1, 𝑞2} and

𝑆2 = {𝑝1, 𝑝2}. The states of each component are totally ordered by

inclusion of safe languages, as we have Safe<2 (𝑞1) ⊆ Safe<2 (𝑞2)
and Safe<2 (𝑝1) ⊆ Safe<2 (𝑝2). Therefore, it satisfies the hypothesis
from Proposition 4.8, so𝑊 is positional.

Remark 4.10. Kopczyński [32] proposed a class of so-calledmono-

tonic automata over finite words, and showed that if 𝐿 ⊆ Σ∗ is

recognised by such an automaton, then the (prefix-independent)

objective Σ𝜔 \ 𝐿𝜔 is positional [32, Prop 6.6]. It turns out that

these correspond exactly to the objectives characterised in Proposi-

tion 4.8.

4.2.1 Signature automata: The coBüchi case. We first comment how

the previous characterisation matches the definition of signature

automata in this case. Let A be a deterministic coBüchi automaton

recognising a prefix-independent language such that within each

safe component, states are totally ordered by inclusion of safe
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languages. We can define ≤0 to be the trivial relation (all states are

∼0-equivalent). We fix an arbitrary order 𝑆1 < 𝑆2 < · · · < 𝑆𝑘 on

the safe components of A and let 𝑞 <1 𝑝 if 𝑞 is in a smaller safe

component for this order. Finally, for two states 𝑞, 𝑝 in the same

safe component, we let 𝑞 ≤2 𝑝 if Safe<2 (𝑞) ⊆ Safe<2 (𝑝). We claim

that the obtained automaton is a fully progress consistent signature

automaton:

I) Since𝑊 is prefix-independent, ≤0 corresponds to inclusion

of residuals.

II) As 𝑞 ∼2 𝑝 implies Safe<2 (𝑞) = Safe<2 (𝑝), transitions 𝑞
𝑎−→

𝑞′ and 𝑝
𝑎−→ 𝑝 ′ produce the same priority.

III) As 𝑞 <1 𝑝 implies that 𝑞 and 𝑝 are in different safe compo-

nents, and A is assumed in normal form, there is no safe

path from 𝑝 to 𝑞.

IV) Follows frommonotonicity of safe languages: if Safe<2 (𝑞) ⊆
Safe<2 (𝑞′) and 𝑞

𝑎:2−−→ 𝑝 , then 𝑞′
𝑎:2−−→ 𝑝 ′ and it must be the

case that Safe<2 (𝑝) ⊆ Safe<2 (𝑝 ′).
Let us check full progress consistency. As all states are ∼0-

equivalent, no strict inequality 𝑞 <0 𝑝 occurs. Assume now that

𝑞 <2 𝑝 (that is, Safe<2 (𝑞) ⊊ Safe<2 (𝑝)) and 𝑞
𝑤:2

𝑝 . Then, by

inclusion of safe languages, 𝑝
𝑤:2

𝑝2 is also a safe path, and by

monotonicity of safe languages, Safe<2 (𝑝) ⊆ Safe<2 (𝑝2). We con-

clude by induction that the run over𝑤𝜔
from𝑞 is safe, and therefore

accepting.

4.2.2 Obtaining total orders in safe components. We now explain

how we prove the necessity of the conditions from Proposition 4.8.

We say that a coBüchi automaton has the synchronising words

property if, for all 𝑞, 𝑞′, 𝑝 in the same safe component such that

Safe<2 (𝑞) ⊈ Safe<2 (𝑞′), there is𝑤 such that 𝑞
𝑤:2

𝑝 and 𝑞′ 𝑤:1

𝑝 .

Lemma 4.11. Let A be a deterministic coBüchi automaton with

the synchronising words property recognising a prefix-independent

positional languages. Then, the states of each safe component of A
are totally preordered by inclusion of safe languages.

Proof. Suppose by contradiction that there are two states 𝑞, 𝑞′

in a same safe component 𝑆 such that Safe<2 (𝑞) ⊈ Safe<2 (𝑞′) and
Safe<2 (𝑞′) ⊈ Safe<2 (𝑞). Let 𝑝 be any state in 𝑆 , and let 𝑢,𝑢 ′ ∈ Σ∗

be such that 𝑝
𝑢:2

𝑞 and 𝑝
𝑢′
:2

𝑞′ (which exist by definition of

safe component). By the synchronising words property, there are

𝑤,𝑤 ′ ∈ Σ𝜔 such that:

𝑞
𝑤:2

𝑝 , 𝑞
𝑤′

:1

𝑝 ,

𝑞′ 𝑤:1

𝑝 , 𝑞′ 𝑤′
:2

𝑝 ,
as in the figure below.

p

q q'

u : 2

w : 2
w' : 1

u' : 2

w' : 2
w : 1

We obtain that:

• (𝑤 ′𝑢)𝜔 ∉𝑊 ,

• (𝑤𝑢 ′)𝜔 ∉𝑊 ,

• (𝑤𝑢 ′𝑤 ′𝑢)𝜔 ∈𝑊 .

Thus consider the game in which Eve controls a vertex with two

self loops labelled 𝑤 ′𝑢 and 𝑤𝑢 ′; she can win by alternating both

loops, but fails to win positionally. □

The remaining issue is, of course, that not all coBüchi automata

have the synchronising words property. However, there is an equiv-

alent automaton satisfying (a version of) this property: the min-

imal history-deterministic coBüchi automaton of Abu Radi and

Kupferman [1]. However, this detour requires introducing non-

determinism, and then proving that in the case of positional lan-

guages, determinism can be recovered over this minimal automaton.

We refer to Section 4.4 in the full version [20] for details.

5 PRESENTATION OF THE PROOF
5.1 From positionality to signature automata
We now provide a general overview for the proof of the implication

(1) =⇒ (2) in Theorem 3.1. We refer to Section 5.2 in the full

version [20] for details.

The main idea is, given a deterministic parity automaton A
recognising a positional objective 𝑊 , to successively apply the

transformations discussed for the Büchi and coBüchi cases in Sec-

tion 4 to define the preorders making A a signature automaton

layer-by-layer. The base case of this recursion consists in showing

that the preorder ≤0 given by the inclusion of residuals is total, and

ensuring Item (II) for this preorder (uniformity of 0-transitions).

For the recursion step, we suppose that we have defined preorders

≤0, ≤1, . . . , ≤𝑥−2, for 𝑥 even, satisfying the properties from the def-

inition of a signature automaton. To define preorders ≤𝑥−1 and ≤𝑥

we apply the following procedure:

i) Definition of ≤𝒙−1. We let 𝑞 ∼𝑥−1 𝑝 if 𝑞 ∼𝑥−2 𝑝 and these

states are in a same (<𝑥)-safe component of A (SCC of

the restriction of A to transitions with priority ≥𝑥). We

order ∼𝑥−1-classes arbitrarily to define ≤𝑥−1. This ensures
Item (III) from the definition of signature automaton.

ii) Canonisation of automata. We generalise the minimisa-

tion procedure for HD coBüchi automata from [1] to odd lev-

els of parity automata. In this way, we obtain an equivalent

automaton satisfying (a generalisation of) the synchronising

words property at level 𝑥 − 1, while preserving the previous

structure of a signature automaton. However, this is done at

the cost of introducing some non-determinism.

iii) Total order in safe components.We prove that the states

of each (<𝑥)-safe component are totally ordered by inclu-

sion of (<𝑥)-safe languages. This shows that the preorder
≤𝑥 given by the inclusion of safe languages is total. More-

over, this order satisfies the monotonicity properties from

Item (IV).

iv) Re-determinisation. We determinise automaton A, while

preserving previously obtained properties. For this, the fact

that ≤𝑥 is total is key.

v) Uniformity of 𝒙-transitions. Finally, we show that we can

trim the automaton A so that it satisfies Item (II) (𝑞 ∼𝑥 𝑝

implies 𝑞
𝑎:𝑦
−−−→ ⇐⇒ 𝑝

𝑎:𝑦
−−−→, for 𝑦 ≤ 𝑥 ).

This establishes that an 𝜔-regular positional objective𝑊 can

be recognised by a deterministic signature automaton. Finally, we
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prove that such an automaton must necessarily be fully progress

consistent.

5.2 Back to positionality through 𝜀-complete
automata

We now want to prove that any objective recognised by a fully

progress consistent signature automaton is indeed positional (im-

plication (2) =⇒ (5) in Theorem 3.1). We achieve this using the

intermediate model of 𝜀-complete automata, which also provide

further intuition on what are the automata recognising positional

languages.

5.2.1 From signature to 𝜀-complete automata.

Proposition 5.1. Any deterministic fully progress consistent sig-

nature automaton is 𝜀-completable.

Proof sketch. Let A be a deterministic fully progress consis-

tent signature automaton with nested preorders ≤0, ≤1, . . . , ≤𝑑 and

let𝑊 = L(A). Consider the automaton A ′
obtained from A by

adding, for all even priorities 𝑥 ∈ [0, 𝑑], transitions 𝑞 𝜀:𝑥+1−−−−→ 𝑞′

whenever 𝑞′ ≤𝑥 𝑞 and 𝑞
𝜀:𝑥−−→ 𝑞′ whenever 𝑞′ <𝑥 𝑞.

Since by definition, 𝑞′ <𝑥 𝑞 is the negation of 𝑞 ≤𝑥 𝑞′, it follows
immediately thatA ′

is 𝜀-complete. Moreover, asA is a subautoma-

ton of A ′
, the inclusion𝑊 ⊆ L(A ′) is trivial. The difficulty lies

in showing that L(A ′) ⊆𝑊 .

The key property that allows to show this inclusion is full progress

consistency. Assume that a run in A ′
takes infinitely often a tran-

sition 𝑞
𝜀:𝑥−−→ 𝑝 , for 𝑥 the least even priority occurring in the run.

Then, 𝑝 ≤𝑥 𝑞 and there must be infinitely many factors of the run

of the form 𝑝
𝑤:≥𝑥

𝑞. Full progress consistency ensures that the

repetition of infinitely many factors that go upstream in this way

produce a word in𝑊 .

The formal details are quite technical, and make use of the rest

of the properties of a signature automaton to combine the parts of

the run occurring between different “𝜀-jumps”. We refer the reader

to Section 5.3 in the full version [20] for details. □

5.2.2 From 𝜀-completable automata to positionality. Let A be a

deterministic automaton that admits an 𝜀-completionA ′
(which, by

definition satisfiesL(A ′) = L(A)). Then, the resulting automaton

A ′
is history-deterministic (it is in fact what is sometimes called

determinisable by pruning): Given an input word𝑤 ∈ Σ𝜔 , we can
follow the run onA, disregarding 𝜀-transitions; if𝑤 ∈ L(A ′), this
run will be accepting. We claim that this is a sufficient hypothesis

to obtain positionality of𝑊 = L(A).

Proposition 5.2. Let A be a history-deterministic 𝜀-complete

automaton. Then, L(A) is positional (over all games).

We prove this result by constructing a monotone universal graph

out of A, and then concluding thanks to Proposition 2.2. To do so,

we rely on an already existing universal graph𝑈parity for the parity

condition [22, Section 6] (this graph can be seen as a reformulation

of previous proofs of positionality of the parity condition [27, 29,

47]). The graph𝑈parity has the shape of a tree; nodes are the leaves,

and each even priority 𝑥 defines a preorder ⪯𝑥 such that ⪯𝑥+2
refines ⪯𝑥 .

Given an HD 𝜀-complete automaton A recognising𝑊 , we build

an ordered graph 𝑈𝑊 by taking an interleaved product of 𝑈parity
with A. Universality is easily proved as a consequence of history-

determinism, while monotonicity follows from the fact that A is

𝜀-complete.

5.3 Decision methods
We now establish decidability of positionality of 𝜔-regular lan-

guages in polynomial time, as stated in Theorem 3.3. We propose

two conceptually different decision procedures. We refer to Sec-

tion 6 in the full version [20] for details.

5.3.1 Procedure 1: Recursive decomposition. The first method con-

sists in, given a deterministic parity automaton A, applying the

construction described in Section 5.1 to attempt to build a determin-

istic signature automaton. All the steps mentioned in Section 5.1

can be carried out in polynomial time, and this will either end up

with a failure, indicating that𝑊 is not positional, or return a deter-

ministic signature automaton. If such an automaton is successfully

obtained, it suffices to check full progress consistency, which can

also be done in polynomial time (generalising methods from [7,

Lemma 25]).

5.3.2 Procedure 2: 𝜀-completion. The second procedure is simpler

to describe: we give a direct proof that any (non-deterministic)

automata recognising a positional language is 𝜀-completable. How-

ever, the proof itself relies on Theorem 3.1, and more specifically

its consequence Theorem 3.5 about the closure under union.

Theorem 5.3. Let A be a non-deterministic parity automaton

recognising a positional language𝑊 . Then for each pair of states

𝑞, 𝑞′ ∈ 𝑄 , and for each even priority 𝑥 , one may add one of the

transitions

𝑞
𝜀:𝑥−−→ 𝑞′ or 𝑞′

𝜀:𝑥+1−−−−→ 𝑞

without augmenting the language.

The proof is based on the choice game technique introduced

in [22, 40].

Proof sketch. We build a game G based on the automaton A.

Roughly speaking, Adam controls a run in A, however, whenever

the run visits 𝑞 or 𝑞′, Eve has the choice of going either to 𝑞, produc-
ing priority 𝑥 + 1, or to 𝑞′, producing priority 𝑥 . The game G uses

as objective𝑊 ′
a disjunction of𝑊 with some parity conditions; it

is positional (which is crucial to this proof), thanks to Theorem 3.5.

Eve can then ensure to win simply by simulating a run in A (this

strategy is not positional). Positionality of𝑊 ′
implies the existence

of a positional strategy, which either always chooses 𝑞 or 𝑞′. In the

first case, we show that one can add transition 𝑞′
𝜀:𝑥+1−−−−→ 𝑞 to A,

and in the latter, that transition 𝑞
𝜀:𝑥−−→ 𝑞′ can be added. □

As a corollary, we obtain that any non-deterministic parity au-

tomaton recognising a positional language is 𝜀-completable (Propo-

sition 3.2).

We show how to obtain decidability of positionality in polyno-

mial time from this result. Let A0 be a deterministic parity automa-

ton recognising a language𝑊 . We build a completion of A0 as

follows. At each step, pick a pair of states (𝑞, 𝑞′) such that neither
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𝑞
𝜀:𝑥−−→ 𝑞′ nor 𝑞′

𝜀:𝑥+1−−−−→ 𝑞 belongs to the current automaton. Then

try to add one of these transitions, and see if the language increases

(checking whether L(A) ⊆ 𝑊 can be done in polynomial time

since𝑊 is recognised by the deterministic automaton A0 [21]). If

the language does not increase for one of the two transitions, then

proceed to the next pair of states; otherwise conclude that𝑊 is not

positional thanks to Theorem 5.3.

After polynomially-many steps, we obtain an automaton such

that for each pair of states (𝑞, 𝑞′) and for each even 𝑥 , either 𝑞
𝜀:𝑥−−→

𝑞′ or 𝑞′
𝜀:𝑥+1−−−−→ 𝑞. Now one may additionally add transitions 𝑞

𝜀:𝑦′
−−−→

𝑞′ whenever 𝑞
𝜀:𝑦
−−→ 𝑞′ and 𝑦′ ≼ 𝑦 (where 𝑑 + 1 ≼ . . . ≼ 3 ≼ 1 ≼

0 ≼ 2 ≼ . . . ≼ 𝑑), and close the relations

𝜀:𝑦
−−→ by transitivity with-

out increasing the language. It is an easy check that the obtained

automaton is 𝜀-complete which implies that𝑊 is positional thanks

to Theorem 3.1.

6 FURTHER RESULTS AND FUTUREWORK
We have provided a complete characterisation of positionality for

𝜔-regular languages, based on two families of parity automata. As a

consequence, we were able to provide polynomial-time procedures

for checking positionality and solve many open question about

positionality of 𝜔-regular languages.

However, one drawback of our approach is its conceptual com-

plexity and its exclusive focus on automata. In this regard, it would

be interesting to find a characterisation centered on the language-

theoretical properties of the objectives (closer to the existing one

for Büchi recognisable languages, see Proposition 4.2).

On the technical side, proving Theorem 3.1 required introduc-

ing new notions concerning congruences for parity automata, as

well as different transformations and decomposition techniques.

We expect that these techniques will prove valuable in the study

of parity automata in various contexts, particularly for obtaining

canonical representations for𝜔-regular languages. In particular, we

extended the methods introduced by Abu Radi and Kupferman [1]

for minimising history-deterministic coBüchi automata to other

classes of parity automata. We see the use of history-deterministic

automata in this work as further evidence of the usefulness of this

model in the theoretical study of 𝜔-regular languages.

We now discuss some further results obtained from our charac-

terisation, and future lines of work.

6.1 Bipositionality
Using our results, we can extend the characterisation of biposi-

tionality from Colcombet and Niwiński to non-prefix-independent

objectives (without 𝜔-regularity assumptions). (See Section 7 in the

full version [20].)

Theorem 6.1 (Characterisation of bipositionality). An ob-

jective𝑊 ⊆ Σ𝜔 is bipositional (over all games) if and only if:

(1) 𝑊 has a finite number of residuals, totally ordered by inclusion,

and

(2) Both𝑊 and Σ𝜔 \𝑊 are progress consistent, and

(3) 𝑊 can be recognised by a parity automaton with one state per

residual.

We note that, in particular, a bipositional objective is necessarily

𝜔-regular. A more general result was obtained by Bouyer, Randour

and Vandenhove: 𝜔-regular objectives are exactly those objectives

for which both players can play with finite arena-independent

memory [10].

This characterisation only holds for infinite game graphs, as there

are non 𝜔-regular objectives that are bipositional over finite games,

as, for example, energy objectives [8] and their generalisation [34].

However, we deduce from Theorem 3.4 that in the case of𝜔-regular

objectives these conditions do also characterise bipositionality over

finite games. We also obtain from Theorem 3.4 1-to-2 player and

finite-to-infinite lifts for bipositionality.

Corollary 6.2 (1-to-2 player and finite-to-infinite lift).

An objective𝑊 ⊆ Σ𝜔 is bipositional (over all games) if and only if it

is bipositional over Eve-games and Adam-games.

An 𝜔-regular objective𝑊 ⊆ Σ𝜔 is bipositional (over all games) if

and only if it is bipositional over finite Eve-games and finite Adam-

games.

We note that a 1-to-2 player lift was obtained for objectives that

are bipositional over finite game graphs byGimbert and Zielonka [28,

48] (even in the more general setting of qualitative objectives). How-

ever, their proof consisted in an induction over the size of the game

graph, so it does not generalise to infinite games. Indeed, as re-

marked above, bipositionality over finite and infinite graphs be-

haves in a completely different manner. In this respect, Corollary 6.2

and the result of Gimbert and Zielonka are incomparable.

6.2 Positionality of objectives defined by
topological properties

A potential research direction consists in investigating positionality

for broader classes of objectives, namely those defined by topologi-

cal properties, such as those corresponding to a given class in the

Borel hierarchy.

We initiate this path in the full version of this paper (see [20, Sec-

tion 8]) by characterising positionality for open and closed objectives,

that is, those of the form𝑊𝐿 = {𝑤 ∈ Σ𝜔 | 𝑤 contains a prefix in 𝐿}
for a given 𝐿 ⊆ Σ∗ and their complements, respectively. We state

these characterisations next.

An objective𝑊 is reset-stable if for any sequence of finite words

𝑢0, 𝑢1, . . . and any sequence of residuals 𝑠
−1
0
𝑊, 𝑠−1

1
𝑊, . . . of𝑊 such

that for all 𝑖 , 𝑠−1
𝑖+1𝑊 < (𝑠𝑖𝑢𝑖 )−1𝑊 , we have 𝑢0𝑢1 · · · ∈ 𝑠−1

0
𝑊 . This is

a generalisation of progress consistency which is better suited to

objectives with infinitely many residuals.

Theorem 6.3. A closed objective is positional if and only if its

residuals are well-ordered by inclusion. An open objective is positional

if and only if its residuals are well-ordered by inclusion and it is

reset-stable.

As some interesting corollaries, we obtain that the 1-to-2-players

lift and the closure under addition of a neutral letter hold for these

classes of objectives. Kopczyński’s conjecture trivially holds here,

as the only open prefix-independent languages are ∅ and Σ𝜔 .

Corollary 6.4 (1-to-2-player lift and neutral letters for

open and closed objectives). Let𝑊 ⊆ Σ𝜔 be an open or closed ob-

jective. If𝑊 is positional over 𝜀-free Eve-games, then𝑊 𝜀
is positional

over all game graphs.
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Natural continuations would be objectives in Σ0
2
and Π0

2
, which

are, respectively, unions of closed objectives and intersections of

open objectives, or, more generally, to BC(Σ0
2
) (boolean combina-

tions of objectives in Σ0
2
).
6
Recently, Ohlmann and Skrzypczak [42]

proposed a characterisation of positionality for prefix-independent

objectives in Σ0
2
; however the cases of non-prefix-independent Σ0

2

objectives or Π0

2
objectives are open. We hope to be able to give

characterisations for these classes, as some of the constructions

introduced in this work seem to generalise to automata with infi-

nite states. We believe that some properties of positional 𝜔-regular

objectives could be lifted to BC(Σ0
2
). In particular, we conjecture

that the 1-to-2 player lift holds for BC(Σ0
2
)-objectives. Other im-

portant steps forward in our understanding of positionality would

involve proving Kopczyński’s conjecture or Ohlmann’s neutral

letter conjecture for the class BC(Σ0
2
).

6.3 Memory requirements
An orthogonal research direction would be to maintain the focus

on 𝜔-regular languages, but attempt to characterise their memory

requirements rather than just their positionality. A notable effort

has already been made in this direction [9, 10, 15, 18, 23, 25], how-

ever, only characterisations for fairly simple classes of languages

are known (Muller [15, 18, 25] and closed languages [9, 23]). To this

day, deciding whether winning in games with a given 𝜔-regular

objective (even an open one) is possible with ≤ 𝑘 states of memory

is not known to be decidable.

The generalisation of the theory of monotone universal graphs

to characterise memory, presented in [19], offers a promising tool

to establish tight upper bounds on memory requirements, which

could be valuable to overcome impediments in the advancement of

the study of memory for 𝜔-regular objectives.
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