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#### Abstract

In the context of two-player games over graphs, a language $L$ is called half-positional if, in all games using $L$ as winning objective, the protagonist can play optimally using positional strategies, that is, strategies that do not depend on the history of the play. In this work, we describe the class of parity automata recognising half-positional languages, providing a complete characterisation of half-positionality for $\omega$-regular languages. As corollaries, we establish decidability of half-positionality in polynomial time, finite-to-infinite and 1-to-2-players lifts, and show the closure under union of prefix-independent half-positional objectives, answering a conjecture by Kopczyński.


2012 ACM Subject Classification Theory of computation $\rightarrow$ Automata over infinite objects
Keywords and phrases Infinite duration games; Positionality; Strategy complexity; Parity automata
Acknowledgements We want to thank Hugo Gimbert, Damian Niwiński and Pierre Vandenhove for interesting discussions on the subject.

This document contains hyperlinks. Each occurrence of a notion is linked to its definition. On an electronic device, the reader can click on words or symbols (or just hover over them on some PDF readers) to see their definition.

## Contents

1 Introduction ..... 3
1.1 Context: Strategy complexity in infinite duration games ..... 3
1.2 Contributions and organisation ..... 5
2 Preliminaries ..... 7
2.1 Games and positionality ..... 7
2.2 Automata over infinite words ..... 11
3 Half-positionality of $\omega$-regular objectives: Statement of the results ..... 17
3.1 Characterisation of half-positionality for $\omega$-regular objectives ..... 17
3.2 Main consequences on half-positionality ..... 19
4 Warm-up: Illustrating ideas on restricted classes of languages ..... 21
4.1 Closed objectives and total order on the residuals ..... 21
4.2 Open objectives and progress consistency ..... 22
4.3 Büchi recognisable objectives: Uniformity of 0-transitions ..... 24
4.4 Objectives recognised by coBüchi automata: Total order given by safe languages ..... 30
4.5 Towards objectives of higher complexity: An example ..... 37
5 Obtaining the structural characterisation of half-positionality ..... 38
5.1 Signature automata and full progress consistency ..... 38
5.2 From half-positionality to signature automata ..... 43
5.3 From signature automata to half-positionality through $\varepsilon$-complete automata ..... 49
6 Two decision procedures ..... 55
6.1 Procedure 1: Recursive decomposition ..... 55
6.2 Procedure 2: $\varepsilon$-completion ..... 57
7 Bipositionality of all objectives ..... 61
7.1 Characterisation of bipositionality and consequences ..... 61
7.2 Proof of the characterisation ..... 63
8 Half-positionality of closed and open objectives ..... 63
8.1 Closed objectives ..... 63
8.2 Open objectives ..... 65
8.3 1-to-2-player lift and addition of neutral letters ..... 68
9 Conclusions ..... 70
9.1 Positionality of $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$ languages ..... 70
9.2 Memory requirements of $\omega$-regular languages ..... 71
9.3 Minimisation and canonisation of parity automata ..... 71
A Full proofs for Section 5.2 ..... 75
A. 1 Nice transformations of automata ..... 75
A. 2 From half-positionality to structured signature automata: Full proofs for Section 5.2 ..... 77

## 1 Introduction

### 1.1 Context: Strategy complexity in infinite duration games

We study games in which two antagonistic players, that we call Eve and Adam, take turns in moving a token along the edges of a given (potentially infinite) edge-coloured directed graph. Vertices of the graph are partitioned into those belonging to Eve and those belonging to Adam; when the token lands in a vertex, it is the owner of this vertex who chooses where to move next. This interaction goes on in a non-terminating mode, producing an infinite path in the graph called a play. The winner of such a play is determined according to a language of infinite sequences of colours $W$, called the objective of the game; plays producing a sequence of colours in $W$ are winning for Eve, and plays that do not satisfy the objective $W$ are winning for the opponent Adam.

One of the central applications of games on graphs is the problem of reactive synthesis: given a system interacting with its environment and a formal specification, we want to obtain a controller for the system ensuring that the specification is met. The interaction between the system and the environment can be modelled as a game where a winning strategy corresponds to a correct implementation of a controller [BL69, Tho95, BCJ18].

In this context, a crucial parameter is the complexity of strategies required by the players to play optimally. Games admitting simple strategies are both easier to solve algorithmically, and the controllers obtained for them can be represented succinctly.

Positional strategies. The simplest strategies are positional ones, those that depend only on the current vertex, and not on the history of the play. In this work, we are interested in the following question: Given a fixed objective $W$, is it the case that players can play optimally using positional strategies in all games that have $W$ as winning objective? We can ask this question just for one player (player Eve) - we say in the affirmative case that $W$ is half-positional - or for both players - we say that $W$ is bipositional. Also, it might be relevant to consider the question for subclasses of games, in particular, for finite games, or for 1-player games.

Bipositionality. The class of bipositional objectives, both over finite and infinite games, is already well understood. A characterisation of bipositionality over finite games was obtained by Gimbert and Zielonka [GZ05], using two properties called monotonicity and selectivity. An important and useful corollary of their result is what is commonly known as a 1-to-2-player lift: an objective $W$ is bipositional over finite games if and only if both players can play optimally using positional strategies in finite 1-player games.

Over infinite games, a very simple and elegant characterisation of bipositionality was given by Colcombet and Niwiński for prefix-independent objectives [CN06]: a prefix-independent objective $W$ is bipositional if and only if it is the parity objective. In particular, these objectives are necessarily $\omega$-regular. No such characterisation is known for non-prefixindependent objectives (although a generalisation of this result for finite memory without the prefix-independent assumption is studied in [BRV23]).

Half-positionality. Although half-positionality is arguably more relevant than bipositionality in the context of reactive synthesis (the controller is built basing on Eve's strategies), much less is known for this class. During the 90s, half-positionality of some central objectives was proved, notably of parity [EJ91] and Rabin languages [Kla94], but the first thorough study of half-positionality was conducted by Kopczyński in his PhD thesis [Kop08]. There, he provides
some sufficient conditions for half-positionality (which were generalised in [BFMM11]) and introduces an important set of conjectures that have greatly influenced research in the area in the recent years. However, no general characterisation was found for half-positionality.

Recently, Ohlmann made a step forward by providing a characterisation of half-positionality by means of the existence of graph-theoretical structures known as monotone universal graphs [Ohl21, Ohl23]. While this characterisation is a valuable tool for proving halfpositionality, it is not constructive and does not directly yield decidability results. Also, Ohlmann's result comes with a caveat: necessity of the existence of universal graphs for half-positional objectives is only guaranteed for those containing a neutral letter (a letter that does not change membership to $W$ after its removal). He conjectures that this restriction is not essential, as the addition of a neutral letter to any objective should not break half-positionality.
$\omega$-regular languages. A central class of languages over infinite words is the class of $\omega$-regular languages, which admits several alternative definitions: these are the languages recognised by deterministic parity automata, by non-deterministic Büchi automata, definable using $\omega$-expressions, or using monadic second order logic [Bü62, McN66, Mos84].

One of the main contributions of Kopczyński was to show decidability of half-positionality over finite games for prefix-independent $\omega$-regular objectives [Kop07, Theorem 2]. His procedure works by enumerating all possible arenas where positionality might fail (up to a sufficiently large size); it runs in $\mathcal{O}\left(n^{\mathcal{O}\left(n^{2}\right)}\right)$ time, and does not reveal much about the structure of automata recognising positional languages.

Regarding half-positionality over arbitrary games and for non-prefix-independent objectives, characterisations have been found for some subclasses of $\omega$-regular objectives. For closed objectives (objectives recognised by safety automata), half-positionality was characterised by Colcombet, Fijalkow and Horn in 2014 [CFH14].

Recently, a characterisation of half-positionality for languages recognised by deterministic Büchi automata was provided by Bouyer, Casares, Randour and Vandenhove [BCRV22] (see also Proposition. As a corollary, they establish polynomial-time decidability of halfpositionality for deterministic Büchi automata. However, the conditions they provide are not necessary for half-positionality in general, for instance, for languages recognised by coBüchi automata.

Finite-to-infinite and 1-to-2-player lifts. As mentioned above, a consequence of Gimbert and Zielonka's result [GZ05] is that, in order to check bipositionality over finite games, it suffices to check whether players can play optimally in 1-player games. Recently, generalisations of 1-to-2-player lifts have been studied in the setting of finite memory by Kozachinskiy [Koz22b] and Vandenhove [Van23, BRO ${ }^{+}$20, BRV23]. Vandenhove conjectures that if $W$ is half-positional over Eve-games (resp. over finite games), then $W$ is half-positional over all games [Van23, Conjecture 9.1.1]. This conjecture has been shown to hold in the case of languages recognised by deterministic Büchi automata [BCRV22].

Closure under union. One of the recurring themes in Kopczyński's PhD thesis [Kop08] is the following question.

- Conjecture 1.1 (Kopczyński's conjecture [Kop08, Conjecture 7.1]). Let $W_{1}, W_{2} \subseteq \Sigma^{\omega}$ be two prefix-independent half-positional objectives. Then $W_{1} \cup W_{2}$ is half-positional.

Very recently, Kozachinskiy [Koz22a] disproved this conjecture, but only for half-positionality over finite games. Also, the counter-example he gives is not $\omega$-regular. On the positive side, Kopczyński's conjecture has been proved to hold for objectives recognised by deterministic Büchi automata [BCRV22], as well as for the family of $\Sigma_{2}^{0}$ objectives (objectives recognised by infinite coBüchi automata) [Ohl23, OS23]. Kopczyński's conjecture and this latter result have been generalised to the setting of finite memory [CO22, Section 6.3]. Solving Kopczyński's conjecture over infinite games is one of the driving open questions for the field.

### 1.2 Contributions and organisation

Our main contribution is a characterisation of half-positionality for $\omega$-regular languages, stated in Theorem 3.1. We propose a syntactic description of a family of deterministic parity automata, so that any automaton in this class recognises a half-positional language, and any half-positional language can be recognised by such an automaton. In fact, we describe two slightly different such families, called, respectively, fully progress consistent signature automata and $\varepsilon$-completable automata. These families offer distinct advantages and complement our intuitions on half-positionality.

From this characterisation, we derive multiple corollaries that address the majority of open questions related to half-positionality in the case of $\omega$-regular languages:

1. Decidability in polynomial time. Given a deterministic parity automaton $\mathcal{A}$, we can decide in polynomial time whether $\mathcal{L}(\mathcal{A})$ is half-positional or not (Theorem 3.3).
2. Finite-to-infinite and 1-to-2-players lift. An $\omega$-regular objective $W$ is half-positional over arbitrary games if and only if it is half-positional over finite, $\varepsilon$-free Eve-games (Theorem 3.4). This answers a question raised by Vandenhove [Van23, Conjecture 9.1.1].
3. Closure under union. The union of two $\omega$-regular half-positional objectives is halfpositional, provided that one of them is prefix-independent (Theorem 3.5). This solves a stronger variant of Kopczyński's conjecture in the case of $\omega$-regular languages.
4. Closure under addition of a neutral letter. If $W$ is $\omega$-regular and half-positional, the objective obtained by adding a neutral letter to $W$ is half-positional too (Theorem 3.9). This solves Ohlmann's conjecture in the case of $\omega$-regular languages.

We obtain some additional results pertaining to classes of objectives that are not necessarily $\omega$-regular. We relax the $\omega$-regularity hypothesis in two orthogonal ways.
5. Characterisation of bipositionality of all objectives. We extend the characterisation of bipositionality of Colcombet and Niwiński [CN06] to all objectives, getting rid of the prefix-independence assumption (Theorem 7.1).
6. Characterisation of half-positionality of closed and open objectives. We characterise half-positionality for closed and open objectives. We also obtain as corollaries 1-to-2 players lifts and closure under addition of a neutral letter for these classes of objectives.

## Technical tools

We would like to highlight some technical tools that take primary importance in our proofs.
Universal graphs. In general, showing that a given objective is half-positional can be challenging, as we need to show that for every game Eve can play optimally using positional strategies. Ohlmann's characterisation using monotone universal graphs provides a painless path to prove half-positionality (see Proposition 2.3). We rely on this result to show that
parity automata satisfying the syntactic conditions imposed in Theorem 3.1 do indeed recognise half-positional languages.

History-deterministic automata. History-deterministic automata are a model in between deterministic and non-deterministic ones; we refer to [BL23b, Kup22] for detailed expositions on them. Although the statements of our results do not mention historydeterminism, they appear naturally in two different parts of our proofs:

- Establishing necessity of the syntactic conditions from our main characterisation requires a very fine control of the structure of automata. We develop a technique for decomposing automata, for which we need to use and generalise the methods introduced by Abu Radi and Kupferman [AK22] for the minimisation of HD coBüchi automata.
- To show the sufficiency of these conditions, we build a monotone universal graph from a signature automaton. To facilitate this process, we first "saturate" automata, adding as many transitions as possible without modifying the languages they recognise. This procedure generates non-determinism, but preserves history-determinism, the key property that allows us to prove universality of the obtained graph.

We believe that this use of history-determinism showcases their usefulness and canonicity.
Normal form of parity automata. In our central proof, we rely on a normal form of parity automata, as defined in [CCFL23, Section 6.2]. Automata in normal form present a set of properties that simplify manipulating them and reasoning about their runs. We make consistent use of these properties in our combinatorial arguments. The use of this normal form, or variants of it, is common in the literature, and finds application in diverse contexts, such as the study of history-deterministic coBüchi automata [KS15, AK22, ES22] or automata learning [BL23a].

Congruences for parity automata. Since the beginning of the theory of finite automata, the notion of congruence has played a fundamental role [Arn85, Saë90, MS97]. Here, we propose a notion of congruences for parity automata that make it possible to build quotient automata that are compatible with the acceptance condition. This newly introduced vocabulary allows us to formalise the details of the proof of Theorem 3.1 in a simpler way. We believe that it will be useful for the study of parity automata in other contexts.

## Organisation of the paper

Given the technical complexity of this paper, the decisions regarding its presentation have been done with the utmost focus on clarity, aiming to help the reader understand the contributions, as well as the newly introduced definitions and techniques. To this end, we have incorporated many examples and intuitive explanations, including a dedicated warm-up section. Consequently, the paper's length has expanded, and some aspects of its organisation might have deviated from conventional choices.

After introducing some general definitions and terminology used throughout the paper, we begin Section 3 by stating the characterisation result (Theorem 3.1) and its main consequences, without providing formal details about the technical concepts appearing in its statement. Section 4 is a warm-up for the definitions used in the main characterisation and for the techniques used in its proof. We gradually introduce conditions that are necessary for half-positionality, obtaining partial results and providing numerous examples along the way. Section 5 contains the most technical part of the paper. We introduce the notions of signature automata, full progress consistency and $\varepsilon$-complete automata appearing in the statement of Theorem 3.1, and we give a proof of it. Nevertheless, most details in the proof of necessity are relegated to Appendix A. In Section 6 we provide two conceptually different polynomial-time
decision methods for deciding half-positionality. Sections 7 and 8 contain, respectively, the two last contributions of the paper: a characterisation of bipositionality for all objectives and a characterisation of half-positionality for open and closed objectives. The proofs appearing in these latter sections are much simpler.

## 2 Preliminaries

We introduce definitions and notations used throughout the paper. First we introduce in Section 2.1 games and positionality, as well as the more technical notion of universal graphs used in our proofs for positionality. In Section 2.2 we introduce definitions about parity automata and notions about congruences for them.

The reader who does not plan to get into the more technical details of Sections 5 and 6 can skip Subsections 2.1.3 and 2.2.2 from this preliminaries. Also, the hyperlinks on words should help the reader to easily refer to the definitions.

### 2.1 Games and positionality

### 2.1.1 Games on graphs

$\Sigma$-graphs. A $\Sigma$-graph $G$ is given by a (potentially infinite) set of vertices $V$ together with a set of coloured directed edges $E \subseteq V \times \Sigma \times V$. We write $v \xrightarrow{c} v^{\prime}$ to refer to an edge in $G$ with source $v$, target $v^{\prime}$, and colour $c$. This notation naturally extends to finite and infinite paths. The size of a graph $G$ is defined to be the cardinality of $V$.

- Global hypothesis. We assume throughout the paper that $\Sigma$-graphs do not contain sinks, that is, every vertex has at least one outgoing edge. (This assumption is useful when considering infinite paths.)

Games. A game is an edge-coloured graph together with a set of winning sequences of colours and a partition of the vertices into those controlled by a player named Eve and her opponent, named $A d a m$. Formally, it is represented by a tuple $\mathcal{G}=\left(V, E, V_{\mathrm{Eve}}, W\right)$, where $G=(V, E)$ is a $\Sigma \cup\{\varepsilon\}$-graph (called the game graph), $V_{\text {Eve }}$ is the set of vertices owned by Eve and $W \subseteq \Sigma^{\omega}$ is the winning objective. Letter $\varepsilon$ is a fresh element used to represent uncoloured edges; we impose that no infinite path in $G$ is composed exclusively of $\varepsilon$-edges. Games not containing uncoloured edges are called $\varepsilon$-free. We let $V_{\text {Adam }}=V \backslash V_{\text {Eve }}$ be the vertices controlled by Adam. An Eve-game is a game $\mathcal{G}$ in which all the vertices are controlled by Eve, that is, $V=V_{\text {Eve }}$. A game having $W$ as winning objective is called a $W$-game.

Unless stated otherwise, we take the point of view of player Eve; expressions as "winning" will implicitly stand for "winning for Eve", and strategies will be defined for her.

In this paper, the words "language" and "objective" are synonyms.

Plays. In a game, players move a pebble from one vertex to another for an infinite amount of time. The player who owns the vertex $v$ where the pebble is placed chooses an edge $v \xrightarrow{c} v^{\prime}$ and the pebble travels through this edge to its target, producing colour $c$. In this way, they produce a path $\rho=v_{0} \xrightarrow{c_{0}} v_{1} \xrightarrow{c_{1}} v_{2} \xrightarrow{c_{2}} \cdots \in E^{\omega}$, that we call a play. Such a play is winning (for Eve) if the sequence $w \in \Sigma^{\omega}$ obtained by removing from $c_{0} c_{1} c_{2} \ldots$ the occurrences of $\varepsilon$ belongs to $W$. We say that it is losing (or winning for Adam) on the contrary.

Strategies and winning regions. A strategy (for Eve) is a function strat: $E^{*} \rightarrow E$, that tells Eve which move to choose after any possible finite play. We say that a play $\rho \in E^{\omega}$ is consistent with the strategy strat if after each finite prefix $\rho^{\prime} \sqsubset \rho$ ending in a vertex controlled by Eve, the next edge in $\rho$ is strat $\left(\rho^{\prime}\right)$. We say that the strategy strat is winning from a vertex $v \in V$ if all infinite plays starting in $v$ consistent with strat are winning. If such a strategy exists, we say that Eve wins $\mathcal{G}$ from $v$. Strategies for Adam are defined symmetrically.

The winning region of a game $\mathcal{G}$, written $\mathcal{W i n}_{\text {Eve }}(\mathcal{G})$, is the set of vertices $v \in V$ such that Eve wins $\mathcal{G}$ from $v$. We say that a strategy is optimal (for Eve) if it is winning from all vertices in $\mathcal{W i n}_{\text {Eve }}(\mathcal{G})$.

- Remark 2.1. Eve always has an optimal strategy, that is, there is a strategy strat ${ }_{\text {opt }}$ that is winning from all $v \in \mathcal{W i n}_{\text {Eve }}(\mathcal{G})$.

Determinacy. We say that a game $\mathcal{G}$ is determined if either Eve or Adam have a winning strategy from $v$, for every vertex $v$. In this work, all games will be determined, as by Martin's theorem [Mar75] games using Borel objectives are determined, and all objectives that we will consider (for instance, all $\omega$-regular objectives) are Borel.

Graphical representation of games. We use circles to represent vertices controlled by Eve and squares to represent those controlled by Adam. We will allow ourselves to consider games with edges labelled by finite words $w=w_{1} w_{2} \ldots w_{n} \in \Sigma^{*}$. Formally, such transitions will stand for a sequence of $n$ transitions, with $n-1$ intermediate vertices. We represent this kind of transitions by a wiggly arrow. We will also use this notation for infinite words: for $w \in \Sigma^{\omega}$ we write $v \xrightarrow{w}$ for an infinite sequence of edges labelled with the letters of $w$ starting from $v$. In this case, the resulting game graph is necessarily infinite.

### 2.1.2 Positionality

Positional strategies. We say that a strategy strat : $E^{*} \rightarrow E$ is positional if there exists a mapping $\sigma: V_{\text {Eve }} \rightarrow E$ such that for every finite play $\rho=v_{0} \xrightarrow{c_{0}} \ldots \xrightarrow{c_{n-1}} v_{n}$ ending in a vertex $v_{n}$ controlled by Eve we have:

$$
\operatorname{strat}(\rho)=\sigma\left(v_{n}\right)
$$

That is, a strategy is positional if the choice of the next transition only depends on the current position, and not on the history of the path.

We say that Eve (resp. Adam) can win positionally from a subset $A \subseteq V$ if there is a positional strategy that is winning from any vertex in $A$. We say that Eve (resp. Adam) can play optimally in $\mathcal{G}$ using a positional strategy if she can win positionally from her winning region.

- Remark 2.2. Our notion of positionality uses what sometimes are called uniform strategies, that is, we require that a single positional strategy suffices to win independently of the initial vertex. This notion is strictly stronger than the non-uniform version in which we allow to use different strategies depending on the initial vertex. Said differently, Remark 2.1 does not hold if we require strategies to be positional. See Figure 1 for an example.

Positional objectives. An objective $W \subseteq \Sigma^{\omega}$ is half-positional if for every $W$-game, Eve can play optimally using positional strategies. ${ }^{1}$ We say that $W$ is bipositional if both $W$ and $\Sigma^{\omega} \backslash W$ are half-positional, or, equivalently, if both Eve and Adam can play optimally
using positional strategies in $W$-games. If $\mathcal{X}$ is a subclass of $W$-games (notably, finite, $\varepsilon$-free and Eve-games), we say that $W$ is half-positional over $\mathcal{X}$ games if for every $W$-game in $\mathcal{X}$, Eve can play optimally using positional strategies. The same terminology is used for bipositionality.


Figure 1 Consider the game above, where Eve controls both vertices $v_{1}$ and $v_{2}$. Let $W=a b(a+b)^{\omega}$ be the winning condition of the game, that is, Eve wins if the play starts by $a b$. She has two positional strategies strat ${ }_{1}$ and strat ${ }_{2}$ winning from $v_{1}$ and $v_{2}$, respectively. However, no positional strategy is winning from the entire winning region $\left\{v_{1}, v_{2}\right\}$.

### 2.1.3 Universal graphs

We now introduce universal graphs, which will serve as our main tool for deriving positionality results.

Morphisms of $\Sigma$-graphs. Given two $\Sigma$-graphs $G=(V, E)$ and $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$, a morphism of $\Sigma$-graphs $\phi$ from $G$ to $G^{\prime}$ is a map $\phi: V \rightarrow V^{\prime}$ such that for each edge $v \xrightarrow{c} v^{\prime}$ in $G$, it holds that $\phi(v) \xrightarrow{c} \phi\left(v^{\prime}\right)$ defines an edge in $G^{\prime}$. We write $\phi: G \rightarrow G^{\prime}$ to denote that $\phi$ is a morphism.

Universality. Given a $\Sigma$-graph $G$, a vertex $v$ of $G$ and an objective $W \subseteq \Sigma^{\omega}$, we say that $v$ satisfies $W$ in $G$ if for any infinite path $v \xrightarrow{w}$ in $G$, it holds that $w \in W$. Given a cardinal $\kappa$, a graph $U$ is $(\kappa, W)$-universal if all graphs $G$ of size $<\kappa$ admit a morphism $\phi: G \rightarrow U$ such that any vertex $v$ that satisfies $W$ in $G$ is mapped to a vertex $\phi(v)$ that satisfies $W$ in $U$.

Monotonicity. A totally ordered graph (resp. well-ordered graph) is a graph $G$ together with a total order (resp. well-order) $\leq$ on its vertex set $V$. Such a graph is called monotone if

$$
u \leq v, v^{\prime} \leq u^{\prime} \text { and } u \xrightarrow{c} u^{\prime} \text { in } G \Longrightarrow v \xrightarrow{c} v^{\prime} \text { in } G .
$$

We often note the conditions on the left by $v \geq u \xrightarrow{c} u^{\prime} \geq v^{\prime}$.

We now state our main tool for proving half-positionality.

- Proposition 2.3 ([Ohl23, Theorem 3.1]). Let $W \subseteq \Sigma^{\omega}$ be an objective. If for all cardinals $\kappa$ there exists a $(\kappa, W)$-universal well-ordered monotone graph, then $W$ is half-positional over all games.

[^0]Universality for trees. It is often more convenient to work with trees. A $\Sigma$-tree is a $\Sigma$-graph $T$ with a distinguished vertex $t_{0}$, called the root, and such that every vertex $t$ of $T$ admits a unique path from the root. Since graphs (and in particular trees) are assumed sinkless, trees are always infinite. We say that a tree $T$ satisfies $W$ if its root $t_{0}$ satisfies $W$ in $T$.

We say that a graph $U$ is $(\kappa, W)$-universal for trees if all trees $T$ of size $<\kappa$ which satisfy $W$ admit a morphism $\phi: T \rightarrow U$ mapping the root $t_{0}$ to a vertex $\phi\left(t_{0}\right)$ that satisfies $W$ in $U$.

Given an ordered $\Sigma$-graph $U$, we let $U^{\top}$ be the $\Sigma$-graph obtained by adding a fresh vertex $\top$, maximal for the order of the graph, with transitions $\top \stackrel{a}{\rightarrow} v$ for every $a \in \Sigma$ and every vertex $v$ of the graph. The following useful result follows directly from the proof of [Ohl23, Theorem 3.1] (see also [CO23, Theorem 3]).

- Lemma 2.4. Let $W \subseteq \Sigma^{\omega}$ be an objective and $\kappa$ a cardinal. If $U$ is a a well-ordered monotone graph that is ( $\kappa, W$ )-universal for trees, then $U^{\top}$ is well-ordered monotone ( $\kappa, W$ )universal (for graphs).

Therefore, thanks to Proposition 2.3, building graphs that are universal for trees suffices to prove positionality.

Universal graph for the parity objective. As an important example, we give a universal graph for the parity objective; it is implicit in the works of Emerson and Jutla [EJ91] and Walukiewicz [Wal96]. In the latter, the term signatures was used to name tuples of ordinals ordered lexicographically (term first used in [SE89]). Such a tuple is meant to count, for each odd priority, how many times it is seen before a stronger (even or odd) priority.

- Example 2.5 (Universal graph for the parity objective). Consider the parity objective over $[0, d]$, (we assume $d$ even):
parity $=\left\{w \in\{0, \ldots, d\}^{\omega} \mid \lim \inf w\right.$ is even $\}$.
Fix a cardinal $\kappa$. We define a graph $U_{\text {parity }}$ having as set of vertices tuples $\left(\lambda_{1}, \lambda_{3}, \ldots, \lambda_{d-1}\right) \in$ $\kappa^{d / 2}$ that we consider ordered lexicographically. This is indeed a well-order. We let its edges be:

$$
\left(\lambda_{1}, \ldots, \lambda_{d-1}\right) \xrightarrow{x}\left(\lambda_{1}^{\prime}, \ldots, \lambda_{d-1}^{\prime}\right) \Longleftrightarrow \begin{cases}\left(\lambda_{1}^{\prime}, \ldots, \lambda_{x-1}^{\prime}\right) \leq\left(\lambda_{1}, \ldots, \lambda_{x-1}\right) & \text { if } x \text { is even }, \\ \left(\lambda_{1}^{\prime}, \ldots, \lambda_{x}^{\prime}\right)<\left(\lambda_{1}, \ldots, \lambda_{x}\right) & \text { otherwise. }\end{cases}
$$

Where the order between truncated tuples as on the right is also the lexicographic one. A representation of the graph $U_{\text {parity }}$ appears in Figure 2.

Clearly, $U_{\text {parity }}$ is monotone. We show in Lemma 2.6 below that all vertices in $U_{\text {parity }}$ satisfy parity. Lemma 2.7 states that $U_{\text {parity }}$ is ( $\kappa$, parity)-universal for trees, so, by Lemma 2.4, $U_{\text {parity }}^{\top}$ is a well-ordered monotone ( $\kappa$, parity)-universal graph.

- Lemma 2.6. Every infinite path in $U_{\text {parity }}$ satisfies the objective parity.

Proof. Consider an infinite path $\rho=\left(\lambda_{1}^{1}, \ldots, \lambda_{d+1}^{1}\right) \xrightarrow{w_{1}}\left(\lambda_{1}^{2}, \ldots, \lambda_{d+1}^{2}\right) \xrightarrow{w_{2}} \ldots$ in $U_{\text {parity }}$. Let $x$ be the minimal priority appearing infinitely often in $\rho$, which we assume odd for contradiction. Then, from some position, no priority $>x$ is read, thus the sequence of prefixes $\left(\lambda_{1}^{i}, \ldots, \lambda_{x}^{i}\right)$ is decreasing and moreover strictly decreases in infinitely many places. This contradicts well-foundedness of the lexicographical order over tuples of ordinals.

- Lemma 2.7. Graph $U_{\text {parity }}$ is ( $\kappa$, parity)-universal for trees.


Figure 2 Universal graph $U_{\text {parity }}$ for the parity objective over priorities [0,5]. Vertices are ordered from left to right. Edges between two boxes $B_{1} \xrightarrow{x} B_{2}$ represent that there are edges $v_{1} \xrightarrow{x} v_{2}$ for all $v_{1} \in B_{1}$ and all $v_{2} \in B_{2}$. Edges obtained by monotonicity are not represented: if $v \xrightarrow{x} v^{\prime}$ and $v^{\prime \prime} \leq v^{\prime}$, then $v \xrightarrow{x} v^{\prime \prime}$ too; for example, by reading colour 5 from a vertex $v$ one can go to any vertex strictly on the left of $v$. Edges coloured 0 are not depicted in the figure: they appear between every pair of vertices. The label of a box represents the forms of the names of vertices inside it.

Proof. Take a tree $T$ of size $<\kappa$ which satisfies parity; note that by prefix-independence, all vertices in $T$ satisfy parity. We aim to construct a morphism $\phi: T \rightarrow U_{\text {parity }}$.

Fix a vertex $t \in T$ and an odd priority $y \in\{1,3, \ldots, d-1\}$. Then, in any path $t \stackrel{w}{\sim}$ in $T$ there are only finitely many occurrences of $y$ before a smaller priority appears. We may define an ordinal $\operatorname{rank}_{y}(t)$ capturing the number of such occurrences: $\mathrm{rank}_{y}(t)$ satisfies that, if $t^{\prime}$ is an $x$-sucessor of $t$ (that is, $t \xrightarrow{x} t^{\prime}$ ), then:

$$
\begin{aligned}
& =\operatorname{rank}_{y}\left(t^{\prime}\right) \leq \operatorname{rank}_{y}(t), \text { if } y<x, \text { and } \\
& \operatorname{rank}_{y}\left(t^{\prime}\right)<\operatorname{rank}_{y}(t) \text { if } x=y .
\end{aligned}
$$

One easily verifies that $\phi: v \mapsto\left(\operatorname{rank}_{1}(v), \operatorname{rank}_{3}(v), \ldots, \operatorname{rank}_{d-1}(v)\right)$ defines a morphism from $T$ to $U_{\text {parity }}$.

### 2.2 Automata over infinite words

### 2.2.1 Parity automata

A (non-deterministic) parity automaton over the alphabet $\Sigma$ is represented by a tuple $\mathcal{A}=\left(Q, \Sigma, q_{\text {init }}, \Delta, \mathrm{p}\right)$, where $Q$ is a set of states, $\Sigma$ is a set of letters called the input alphabet, $q_{\text {init }}$ is the initial state, $\Delta \subseteq Q \times \Sigma \times Q$ is a set of transitions, and p: $\Delta \rightarrow\left[d_{\min }, d_{\max }\right]$ is a function assigning numbers to transitions; we refer to this numbers as priorities. We write $q \xrightarrow{a: x} q^{\prime}$ to indicate that there is a transition $e=\left(q, a, q^{\prime}\right) \in \Delta$ with $\mathrm{p}(e)=x$. We refer to transitions of a parity automaton labelled with priority $x \in \mathbb{N}$ as $x$-transitions. Similarly, we refer to transitions having input letter $a \in \Sigma$ as $a$-transitions. The difference between the two uses of the term will always be clear from the context. An automaton $\mathcal{A}^{\prime}=\left(Q^{\prime}, \Sigma^{\prime}, q_{\text {init }}^{\prime}, \Delta^{\prime}, \mathrm{p}^{\prime}\right)$ is a subautomaton of $\mathcal{A}$ if $Q^{\prime} \subseteq Q, \Delta^{\prime} \subseteq \Delta$ and $\mathrm{p}^{\prime}$ is the restriction of p to $\Delta^{\prime}$.

For a state $q \in Q$, we write $\mathcal{A}_{q}$ to denote the automaton obtaining by setting $q$ as initial state.

We assume in all the paper that all automata are complete, that is if for every $q \in Q$ and $a \in \Sigma$, there is at least one transition $q \xrightarrow{a: s}$.

A strongly connected component (shortened SCC) of an automaton $\mathcal{A}$ is a maximal set of states $S \subseteq Q$ such that any pair of states in $S$ are interreachable. We say that it is trivial if it is a singleton. A state $q$ is recurrent if it belongs to some non-trivial SCC, and transient otherwise.

An automaton structure $\mathcal{S}$ is an automaton without colouring function p , and $\mathcal{A}$ is a parity automaton on top of $\mathcal{S}$ if it has been obtained by defining a colouring p on $\mathcal{S}$.

Runs and recognisability. A run over an infinite word $w=a_{0} a_{1} a_{2} \cdots \in \Sigma^{\omega}$ in $\mathcal{A}$ is a path

$$
\rho=q_{\text {init }} \xrightarrow{a_{0}: x_{0}} q_{1} \xrightarrow{a_{1}: x_{1}} q_{2} \xrightarrow{a_{2}: x_{2}} \cdots \in \Delta^{\omega} .
$$

It is accepting if

$$
\min \left\{x \in \mathbb{N} \mid x=x_{i} \text { for infinitely many } i\right\} \text { is even }
$$

and rejecting if the minimal priority produced infinitely often is odd. A word $w \in \Sigma^{\omega}$ is accepted by $\mathcal{A}$ if there exists an accepting run over $w$. The language recognised by an automaton $\mathcal{A}$ is the set

$$
\mathcal{L}(\mathcal{A})=\left\{w \in \Sigma^{\omega} \mid w \text { is accepted by } \mathcal{A}\right\} .
$$

Two automata recognising the same language are said to be equivalent. A language is called $\omega$-regular if it can be recognised by a parity automaton.

For an even priority $x$, we say that a word $w \in \Sigma^{\omega}$ can be accepted with priority $x$ in $\mathcal{A}$ if there exists a run over $w$ such that the minimal priority produced infinitely often is $x$. For an odd priority $x$, we say that $w$ is rejected with priority $x$ if the minimal priority produced infinitely often in every run over $w$ is $x$. Note that a word which is rejected does not have to be rejected by with some odd priority.

- Remark 2.8 (Transition-based acceptance). We emphasise that in our definition, the acceptance condition is put over the transitions of the automata. This will be a crucial element in our characterisation. We refer to [Cas23, Chapter VI] for further discussions on the comparison between transition-based and state-based automata.

Büchi and coBüchi automata. A Büchi automaton is a parity automaton using [0, 1$]$ as its set of priorities. Parity automata using [1, 2] as set of priorities are called coBüchi. We say that a language $W$ is Büchi recognisable (resp. coBüchi recognisable) if it can be recognised by a deterministic Büchi automaton (resp. deterministic coBüchi automaton). We note that these classes are incomparable and strict subclasses of the $\omega$-regular languages.

For $u \in \Sigma^{*}$, we write $\operatorname{Inf}(u)$ (resp. Fin $\left.(u)\right)$ to denote the language of infinite words containing infinitely often (resp. finitely often) the factor $u$. We note that these languages are Büchi and coBüchi recognisable, respectively. We also write No( $u$ ) for the language of infinite words avoiding any occurrence of the factor $u$.

Determinism and homogeneity. We say that an automaton $\mathcal{A}$ is deterministic if for every $q \in Q$ and $a \in \Sigma$, there is only one $a$-transition $q \xrightarrow{a: x}$ outgoing from $q$. Let $\Delta^{\prime} \subseteq \Delta$ be a subset of transitions of an automaton $\mathcal{A}$. We say that $\mathcal{A}$ is deterministic over $\Delta^{\prime}$ if the restriction of $\mathcal{A}$ to $\Delta^{\prime}$ is deterministic, that is, for each letter $a$, there is a most one outgoing $a$-transition in $\Delta^{\prime}$ from each state.Any parity automaton admits an equivalent deterministic one [Mos84].

We say that a parity automaton $\mathcal{A}$ is homogeneous if for every state $q \in Q$ and letter $a \in \Sigma$, if $q \xrightarrow{a: x} p$ is a transition in $\mathcal{A}$, then any other $a$-transition from $q$ produces priority $x$.

- Remark 2.9. Let $\mathcal{A}$ be an homogeneous parity automaton that is deterministic over transitions producing priority $x$. If $q \xrightarrow{a: x} p$ is a transition in $\mathcal{A}$, then there is no other $a$-transition outgoing from $q$ in $\mathcal{A}$.

Notations for paths. For two states $q, p$ of a parity automaton $\mathcal{A}$ and a finite word $w \in \Sigma^{*}$, we write $q \xrightarrow{w: x} p$ if there exists a path from $q$ to $p$ labelled $w$ such that the minimal priority appearing on it is $x \in \mathbb{N}$. We write $q \xrightarrow{w: \geq x} p$ to denote that there exists such a path producing no priority strictly smaller than $x$. This is possibly the empty path $q \xrightarrow{\varepsilon} q$, producing no priority. We use similar notations for $\leq x,<x$ and $>x$. We generalise these notations for infinite paths: for an infinite word $w \in \Sigma^{\omega}$ we write $q \xrightarrow{w: x}$ if there exists an infinite path from $q$ labelled $w$ such that the minimal priority seen on it is $x$.

We may apply this notations to non-deterministic automata - hence the use of an existential quantification - though in most cases we will work with deterministic ones.

History-deterministic automata. Let $\mathcal{A}=\left(Q, \Sigma, q_{\text {init }}, \Delta, \mathrm{p}\right)$ be a (non-deterministic) parity automaton. A resolver for $\mathcal{A}$ is a function $r: \Delta^{*} \times \Sigma \rightarrow \Delta$ such that, for all words $w=$ $a_{0} a_{1} \cdots \in \Sigma^{\omega}$, the sequence $e_{0} e_{1} \cdots \in \Delta^{\omega}$, called the run induced by r over $w$ and defined by $e_{i}=\mathrm{r}\left(e_{0} \ldots e_{i-1}, a_{i}\right)$, is actually a run over $w$ in $\mathcal{A}$. We write $q_{\text {init }}^{\sim \underset{r}{w: x}} q$ to denote that the run induced by r over $w$ produces $x$ as minimal priority and lands in $q$.

We say that the resolver is sound if it satisfies that, for every $w \in \mathcal{L}(\mathcal{A})$, the run induced by $r$ over $w$ is an accepting run. In other words, $r$ should be able to construct an accepting run in $\mathcal{A}$ letter-by-letter with only the knowledge of the word so far, for all words in $\mathcal{L}(\mathcal{A})$.

An automaton $\mathcal{A}$ is called history-deterministic (shortened HD) if there is a sound resolver for it. History-deterministic automata are sometimes called good-for-games in the literature, we refer to [BL23b] for a discussion on the relation between these notions and a survey on them.

Normal form of parity automata Let $\mathcal{A}=\left(Q, \Sigma, q_{\text {init }}, \Delta, \mathrm{p}\right)$ be a parity automaton. We say that a labelling $\mathrm{p}^{\prime}: \Delta \rightarrow\left[d_{\min }^{\prime}, d_{\max }^{\prime}\right]$ is equivalent to p over $\mathcal{A}$ if for every cycle $\ell \subseteq \Delta$, $\min p(\ell)$ is even if and only if $\min p^{\prime}(\ell)$ is even. We say that a SCC of a parity automaton is positive if the minimal priority appearing on it is even, and negative otherwise.
$\rightarrow$ Definition 2.10 (Normal form [CCFL23]). A parity automaton $\mathcal{A}$ is in normal form if it holds that for every pair of states $q, p$ in a same positive $S C C$ (resp. negative $S C C$ ), whenever there is a path $q \xrightarrow[\sim]{w: x} p$ producing $x$ as minimal priority, then, for every $0 \leq y \leq x$ (resp. $1 \leq y \leq x$ ), there is a returning path $p \xrightarrow{w^{\prime}: y} q$ producing $y$ as minimal priority. ${ }^{2}$

That is, if $\mathcal{A}$ is in normal form, the restriction of $\mathcal{A}$ to priorities $\geq x$ consists in a disjoint union of strongly connected components. Moreover, if priority $y>x$ appears in one of these SCCs, then all priorities between $x$ and $y$ appear on it.

Every parity automaton admits an equivalent labelling so that the obtained automaton is in normal form, and this labelling is unique (modulo choices of priorities changing of SCC). This labelling is the one assigning to each transition the smallest possible priority [CCFL23, Theorem 6.27]. Moreover, it can be computed in polynomial time.

- Proposition 2.11 ([CM99]). Given a parity automaton $\mathcal{A}$, we can compute in polynomial time an equivalent labelling defining an automaton in normal form.

[^1]Automata with $\varepsilon$-transitions. An automaton with $\varepsilon$-transitions is defined just as an automaton over the alphabet $\Sigma \cup\{\varepsilon\}$, where $\varepsilon \notin \Sigma$ is a distinguished letter. The language of an automaton $\mathcal{A}$ with $\varepsilon$-transitions is the set of words $w \in \Sigma^{\omega}$ such that there exists $w^{\prime} \in(\Sigma \cup\{\varepsilon\})^{\omega}$ which is accepted by $\mathcal{A}$ and such that $w$ is obtained from $w^{\prime}$ by removing all occurrences of the letter $\varepsilon$.

Alphabets of words As an important element of our main proof, we will need to consider automata whose transitions are labelled from an alphabet $A \subseteq \Sigma^{+}$of finite words. Such an automaton defines a language $L \subseteq A^{\omega}$ which we would like to see as a language $L \subseteq \Sigma^{\omega}$; however, this may pose a problem if a word $w \in \Sigma^{\omega}$ admits several decompositions in $A^{\omega}$.

We say that a set $A \subseteq \Sigma^{+}$is a proper alphabet if any word $w \in \Sigma^{\omega}$ admits a unique decomposition as elements of $A$ : for any infinite sequences $a_{1}, a_{2}, \ldots$ and $a_{1}^{\prime}, a_{2}^{\prime}, \ldots$ of elements of $A$, if $a_{1} a_{2} \cdots=a_{1}^{\prime} a_{2}^{\prime} \ldots$ then $a_{i}=a_{i}^{\prime}$ for all $i$.

We will only consider alphabets of words $A \subseteq \Sigma^{+}$which are prefix codes: if $a \in A$, then no proper prefix of $a$ belongs to $A$. It is an easy check that these are proper alphabets, and therefore one may indeed see a language $L \subseteq A^{\omega}$ as $L \subseteq \Sigma^{\omega}$.

### 2.2.2 Congruences and monotone preorders over automata

Equivalence relations and preorders. We will use $\sim_{X}$ to denote different equivalence relations, and $[q]_{X}$ to denote the equivalence class of an element $q$ (which is usually a state in an automaton).

A preorder $\leq_{X}$ is a binary relation that is reflexive and transitive. We say that it is total if every pair of elements are comparable. The equivalence relation induced from a preorder $\leq_{X}$ is the relation defined as:

$$
q \sim_{X} q^{\prime} \Longleftrightarrow q \leq_{X} q^{\prime} \text { and } q^{\prime} \leq_{X} q
$$

Given a preorder $\leq_{X}$, we always write $\sim_{X}$ for the induced equivalence relation, and simply write $\leq$ for the induced order over equivalence classes, for instance we may write $[q]_{X} \leq\left[q^{\prime}\right]_{X}$.

Let $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ be two binary relations over a set $A$ (usually preorders or equivalence relations). We say that $\mathcal{R}_{1}$ is a refinement of $\mathcal{R}_{2}$ if for all $q, p \in A, q \mathcal{R}_{1} p$ implies $q \mathcal{R}_{2} p$. We note that if $\leq_{1}$ is a preorder refining $\leq_{2}$, then the induced equivalence relation $\sim_{1}$ refines $\sim_{2}$.

Congruences, uniformity and monotonicity. Let $\mathcal{A}$ be a (possibly non-deterministic) automaton over $\Sigma$ with states $Q$ and transitions $\Delta$. Let $\sim$ be an equivalence relation over $Q$ and let $\Delta^{\prime} \subseteq \Delta$ be a subset of transitions (usually $\Delta^{\prime}$ will be the set of transitions using a given priority). We say that transitions of $\Delta^{\prime}$ are uniform over $\sim$-classes if for all $q \sim q^{\prime}$ and $a \in \Sigma$, if $q \xrightarrow{a} p \in \Delta^{\prime}$ then all $a$-transitions $q^{\prime} \xrightarrow{a}$ are in $\Delta^{\prime}$. We say that $\sim$ is a congruence for $\Delta^{\prime}$ (or that transitions in $\Delta^{\prime}$ preserve $\sim$ ) if for all $q \sim q^{\prime}$ and $a \in \Sigma$, if $q \xrightarrow{a} p \in \Delta^{\prime}$ then there exists $q^{\prime} \xrightarrow{a} p^{\prime} \in \Delta^{\prime}$, and for all such transitions $p \sim p^{\prime}$. If $\Delta^{\prime}=\Delta$, we just say that $\sim$ is a congruence. We say that $\sim$ is a strong congruence for $\Delta^{\prime}$ if, moreover, we have the equality $p=p^{\prime}$ for transitions as above.

- Remark 2.12. If $\mathcal{A}$ is deterministic and $\sim$ is a congruence for $\Delta^{\prime}$, then these transitions are uniform over $\sim$-classes.

Let $\leq$ be a preorder over $Q$. We say that transitions in $\Delta^{\prime}$ are monotone for $\leq$ if for all $q \leq q^{\prime}$ and $a \in \Sigma$, if $q \xrightarrow{a} p \in \Delta^{\prime}$ then there exists $q^{\prime} \xrightarrow{a} p^{\prime} \in \Delta^{\prime}$ and for all such transitions,


Figure 3 Representation of the notions of uniformity, congruence and strong congruence. We picture an automaton with three equivalence classes, each of them represented by a yellow bubble. Green-dotted transitions are uniform over the classes, but the relation is not a congruence for them. The relation is a congruence for blue-dashed transitions, and a strong congruence for red-solid transitions.
$p \leq p^{\prime}$. Transitions in $\Delta^{\prime}$ are said strictly monotone for $\leq$ if, moreover, whenever $q<q^{\prime}$, $q \xrightarrow{a} p \in \Delta^{\prime}$ and $q^{\prime} \xrightarrow{a} p^{\prime} \in \Delta^{\prime}$, we have $p<p^{\prime}$. If $\Delta^{\prime}=\Delta$, we simply say that $(\mathcal{A}, \leq)$ is (strictly) monotone.

All these properties can equivalently be stated with words $w \in \Sigma^{*}$ instead of letters $a \in \Sigma$.
$\rightarrow$ Remark 2.13. If transitions in $\Delta^{\prime}$ are monotone for a preorder $\leq$, then its induced equivalence relation is a congruence for $\Delta^{\prime}$.

Quotient by a congruence. Let $\mathcal{A}$ be an automaton and let $\sim$ be a congruence over its set of states $Q$. We define the quotient of $\mathcal{A}$ by $\sim$ to be the automaton structure $\mathcal{A} / \sim$ given by:

- The set of states are the $\sim$-classes.
- There is a transition $[q] \xrightarrow{a}[p]$ if there are $q^{\prime} \in[q], p^{\prime} \in[p]$ such that $q^{\prime} \xrightarrow{a} p^{\prime}$ in $\mathcal{A}$.
- The initial state is $\left[q_{\text {init }}\right]$.

We note that if $\sim$ comes from a monotone preorder, the obtained automaton structure $\mathcal{A} / \sim$ with the induced order over the classes is monotone.

- Remark 2.14. The quotient $\mathcal{A} / \sim$ is a deterministic automaton structure.

A run over a word $w$ in $\mathcal{A}, \rho=q_{0} \xrightarrow{w_{0}} q_{1} \xrightarrow{w_{1}} \ldots$ naturally induces a run over $w$ in $\mathcal{A} / \sim$, $\left[q_{0}\right] \xrightarrow{w_{0}}\left[q_{1}\right] \xrightarrow{w_{1}} \ldots$, that we call the projection of $\rho$ in the quotient automaton.

- Lemma 2.15. Let $\sim$ be a congruence in $\mathcal{A}$. Any run in $\mathcal{A} / \sim$ is the projection of some run in $\mathcal{A}$.

Proof. Let $\left[q_{0}\right] \xrightarrow{w_{0}}\left[q_{1}\right] \xrightarrow{w_{1}} \ldots$ be a run in $\mathcal{A} / \sim$. We build the desired run in $\mathcal{A}$ recursively. For the base case, it suffices to take $p_{0} \in\left[q_{0}\right]$ to be the initial state of $\mathcal{A}$ (which belongs to $\left[q_{0}\right]$ by definition of the initial state of $\left.\mathcal{A} / \sim\right)$. Suppose that $p_{0} \xrightarrow{w_{0}} p_{1} \xrightarrow{w_{1}} \ldots p_{k}$ has already been built, with $p_{i} \in\left[q_{i}\right]$. By definition of the quotient automaton, there are $q_{k}^{\prime} \in\left[q_{k}\right]$ and $q_{k+1}^{\prime} \in\left[q_{k+1}\right]$ with $q_{k}^{\prime} \xrightarrow{w_{k}} q_{k+1}^{\prime}$. By the definition of a congruence, there is a transition $p_{k} \xrightarrow{w_{k}} p_{k+1}$ and $p_{k+1} \in\left[q_{k+1}\right]$.

Notations on paths in automata with a congruence. Let $\sim$ be a congruence over the states of a parity automaton $\mathcal{A}$. We write $[q] \xrightarrow{a: x}[p]$ if for all $q^{\prime} \sim q$, every $a$-transition from $q^{\prime}$ is of the form $q^{\prime} \xrightarrow{a: x} p^{\prime}$ with $p^{\prime} \sim p$. We extend this notations to paths $[q] \xrightarrow{w: x}[p]$ and for outputs $\leq x,<x, \geq x$ and $>x$ in the natural way.
$\rightarrow$ Remark 2.16. If $\sim$ is a congruence for transitions producing priority $x, q \xrightarrow{w: x} p$ implies $[q] \xrightarrow{w: x}[p]$.

Let $\mathcal{A}$ be a history-deterministic automaton with initial state $q_{\text {init }}$ and let $r$ be a resolver for it. We recall that we write $q_{\text {init }} \stackrel{\sim}{n} \stackrel{x}{\longrightarrow} q$ to denote the run induced by $r$ over $u$. We use the same conventions as above regarding outputs with the symbols $\leq x,<x, \geq x$ and $>x$.

For $u_{0} \in \Sigma^{*}$, we write $q \underset{u_{0}, r}{w: x} p$ if:

- $q_{\text {init }} \xrightarrow[r]{u_{0}} q$, and
- the induced run of r over $u_{0} w$ ends in $p$ and produces $x$ as minimal priority in the part of the run corresponding to $w$.

We write $q \xrightarrow[ヨ, r]{w: x} p$ if $q \underset{u_{0}, r}{w: x} p$ for some $u_{0} \in \Sigma^{*}$. We write $q \underset{\forall}{w: x}, r$ if, for any word $u_{0} \in \Sigma^{*}$ such that $q_{\text {init }} \xrightarrow[r]{u_{0}} q$, we have $q \xrightarrow[\sim_{0}]{w: x} p$.

If $\sim$ is a congruence in $\mathcal{A}$, we write $[q] \underset{\forall, r}{w: x}[p]$ if, for any word $u_{0} \in \Sigma^{*}$ such that $q_{\text {init }} \xrightarrow[r]{u_{0}} q^{\prime} \in[q]$, we have $q^{\prime} \underset{u_{0}, r}{w: x} p^{\prime} \in[p]$. We avoid using this notation for paths quantified existentially, as we consider that the corresponding semantics are not as intuitive.

### 2.2.3 Residuals and semantic determinism

Residuals of a language. Let $L \subseteq \Sigma^{\omega}$ be a language of infinite words and let $u \in \Sigma^{*}$. We define the residual of $L$ with respect to $u$ by

$$
u^{-1} L=\left\{w \in \Sigma^{\omega} \mid u w \in L\right\}
$$

We denote $\operatorname{Res}(L)$ the set of residuals of $L$, which we will always order by inclusion. This induces a partial preorder $\leq_{L}$ over $\Sigma^{*}$ defined by

$$
u \leq_{L} u^{\prime} \Longleftrightarrow u^{-1} L \subseteq u^{\prime-1} L
$$

The induced equivalence relation $\sim_{L}$ is given by the equality of residuals. This yields a notion of ordered residual classes $[u]_{L}=\left\{u^{\prime} \in \Sigma^{*} \mid u^{-1} L=u^{\prime-1} L\right\}$, which we sometimes write as $[u]$ when $L$ is clear from context.

Remark 2.17. If $L$ is $\omega$-regular, $\operatorname{Res}(L)$ is finite, and for all $u \in \Sigma^{*}, u^{-1} L$ is also $\omega$-regular. Contrary to the case of finite words, there are non $\omega$-regular languages with a finite set of residuals.

We now state a key monotonicity property for residuals; its proof is a direct check.

- Lemma 2.18. For any language $L \subseteq \Sigma^{\omega}$ and for any finite words $u, u^{\prime}, w \in \Sigma^{*}$, if $[u] \leq\left[u^{\prime}\right]$ then $[u w] \leq\left[u^{\prime} w\right]$. In particular, if $[u]=\left[u^{\prime}\right]$ then $[u w]=\left[u^{\prime} w\right]$.

Prefix-independence. We say that a language $L \subseteq \Sigma^{\omega}$ is prefix-independent if for all $w \in \Sigma^{\omega}$ and $u \in \Sigma^{*}, u w \in L$ if and only if $w \in L$. Equivalently, $L$ is prefix-independent if and only if $\operatorname{Res}(L)$ is a singleton.

Semantic determinism. We say that an automaton $\mathcal{A}$ is semantically deterministic if for all state $q \in Q$, letter $a \in \Sigma$ and transitions $q \xrightarrow{a} p_{1}$ and $q \xrightarrow{a} p_{2}$, it is satisfied that $\mathcal{L}\left(\mathcal{A}_{p_{1}}\right)=\mathcal{L}\left(\mathcal{A}_{p_{2}}\right)$, where $\mathcal{A}_{p}$ is the automaton obtained by setting $p$ as initial state.

- Lemma 2.19 ([KS15]). Any history-deterministic automaton contains an equivalent semantically deterministic and history-deterministic subautomaton. Moreover, for parity automata, this subautomaton can be computed in polynomial time.
- Global hypothesis. We assume in the whole paper that history-deterministic automata are semantically deterministic.

We refer to [AK23] for more details on semantically deterministic automata.

Residual associated to a state. We write $q \sim_{\mathcal{A}} q^{\prime}$ if $\mathcal{L}\left(\mathcal{A}_{q}\right)=\mathcal{L}\left(\mathcal{A}_{q^{\prime}}\right)$ (and drop the subscript if $\mathcal{A}$ is clear from the context). The class of $q$, written $[q]$, is the set of states equivalent to $q$.

If $\mathcal{A}$ is semantically deterministic and $q$ is reachable, $\mathcal{L}\left(\mathcal{A}_{q}\right)$ coincides with $u^{-1} L$ for any word $u \in \Sigma^{*}$ leading to $q$ from the initial state of $\mathcal{A}$. In that case, we say that the class of states $[q]$ is associated to the residual class $[u]$. The inclusion of these languages induces a preorder $\leq_{\mathcal{A}}$ on the states of $\mathcal{A}$ (with its corresponding equivalence relation). By Lemma 2.18, if $\mathcal{A}$ is semantically deterministic, relation $\sim_{\mathcal{A}}$ is a congruence and preorder $\leq_{\mathcal{A}}$ makes $\mathcal{A}$ a monotone automaton.

- Remark 2.20. An automaton $\mathcal{A}$ without unreachable states is semantically deterministic if and only if $\sim_{\mathcal{A}}$ is a congruence.

Automaton of residuals. Let $L \subseteq \Sigma^{\omega}$ be a language of infinite words. The automaton of residuals of $L$ is a deterministic automaton structure $\mathcal{R}_{L}$ over $\Sigma$ defined as follows:

- The set of states is the set of residual classes of $\operatorname{Res}(L): Q=\left\{[u] \mid u \in \Sigma^{*}\right\}$.
- The initial state is $[\varepsilon]$.
- For each state $[u]$ and letter $a \in \Sigma$, it contains the transition $[u] \xrightarrow{a}[u a]$.

We will be interested in the question of whether we can define a parity or Büchi automaton on top of the $\mathcal{R}_{L}$ so that the obtained automaton recognises $L$.

The states of $\mathcal{R}_{L}$ are ordered by the inclusion of residuals. By Lemma 2.18, transitions of $\mathcal{R}_{L}$ are monotone for this order.

- Remark 2.21. We remark that, for any semantically deterministic automaton $\mathcal{A}$ recognising $L$, the automaton of residuals $\mathcal{R}_{L}$ coincides with the quotient of $\mathcal{A}$ by the congruence $\sim_{\mathcal{A}}$.


## 3 Half-positionality of $\omega$-regular objectives: Statement of the results

In this section, we state the central result of the paper and its consequences: a full characterisation of deterministic parity automata recognising half-positional $\omega$-regular languages (Theorem 3.1). The statement of the theorem uses terminology that will be formally introduced in Section 5, here we just provide some intuitive explanations.

### 3.1 Characterisation of half-positionality for $\omega$-regular objectives

We state our main characterisation theorem.

- Theorem 3.1. Let $W \subseteq \Sigma^{\omega}$ be an $\omega$-regular objective. The following are equivalent:

1. $W$ is half-positional over finite $\varepsilon$-free Eve-games.
2. There is a deterministic fully progress consistent signature automaton recognising $W$.
3. There is an $\varepsilon$-completable deterministic parity automaton recognising $W$.
4. For all cardinals $\kappa$, there is a well-ordered monotone $(\kappa, W)$-universal graph.
5. $W$ is half-positional over all games (potentially infinite and containing $\varepsilon$-edges).

The notion which is most central to the proof is that of signature automata. These are parity automata with a very restricted syntactic structure: for all priorities $x$ there is a total preorder $\leq_{x}$ over the states, such that these refine one another and satisfy some local monotonicity properties (see Section 5.1 for the precise definition, which is quite involved). Our main technical contribution is to show that any half-positional $\omega$-regular objective $W$ can be recognised by a signature automaton (implication from (1) to (2)). This is achieved by applying a number of transformations to a given parity automaton, until obtaining an automaton with all the desired structural properties. The final automaton satisfies a further more global property - necessary for half-positionality - that we call full progress consistency: words making a strict progress in the automaton with respect to some of the preorders must be accepted if repeated infinitely often.

Next, we prove that deterministic fully progress consistent signature automata are in fact $\varepsilon$-completable: one may add $\varepsilon$-transitions along a tree structure without augmenting their language, as illustrated in Figure 4 (see Section 5.3 for a formal definition). This corresponds to the implication from (2) to (3).


Figure 4 On the left, a deterministic automaton recognising the half-positional language $\operatorname{Inf}(a) \vee$ $(\operatorname{No}(a) \wedge \operatorname{Fin}(b b))$. On the right, a representation of an $\varepsilon$-completion of the automaton. All arrows on the right correspond to $\varepsilon$-transitions that may be added without augmenting the language, such as the three dashed ones.

In fact, regarding $\varepsilon$-completable automata we obtain a stronger result: any parity automaton recognising a half-positional language is $\varepsilon$-completable (including non-deterministic ones, see Corollary 6.5). However, the proof of this result relies on Theorem 3.1 and its consequences (mainly Theorem 3.5 about closure under union). We precise the exact set of equivalences concerning $\varepsilon$-complete automata in the next proposition (we refer to Section 5.3 for a proof). We do not know whether the existence of a non-deterministic $\varepsilon$-complete automaton suffices to prove half-positionality.

- Proposition 3.2. Let $W$ be an $\omega$-regular objective. The following are equivalent:

1. There is a deterministic $\varepsilon$-completable automaton recognising $W$.
2. There is a history-deterministic $\varepsilon$-complete automaton recognising $W$.
3. $W$ is half-positional over all games.
4. Any (non-deterministic) automaton recognising $\mathcal{A}$ is $\varepsilon$-completable.

To conclude the proof of Theorem 3.1, we show how to obtain well-ordered monotone universal graphs from $\varepsilon$-complete automata (implication from (3) to (4)), which is fairly straightforward, and conclude thanks to Proposition 2.3.

### 3.2 Main consequences on half-positionality

We now discuss consequences of Theorem 3.1.

## Decidability of half-positionality in polynomial time

- Theorem 3.3. Given a deterministic parity automaton $\mathcal{A}$, we can decide in polynomial time whether $\mathcal{L}(\mathcal{A})$ is half-positional.

We will give two proofs for Theorem 3.3, both of which are detailed in Section 6 . The first proof applies the procedure turning a deterministic parity automaton into a signature automaton; if some step of the procedure fails, then the objective is not half-positional. The second proof is more direct and builds up on another consequence of Theorem 3.1, namely the closure under union (see discussion below).

## Finite-to-infinite and 1-to-2 player lifts

The following result simply restates the implication $(1) \Longrightarrow$ (5) from Theorem 3.1.

- Theorem 3.4. If an $\omega$-regular objective is half-positional over finite, $\varepsilon$-free Eve-games, then it is half-positional over all games (potentially infinite and containing $\varepsilon$-edges).


## Closure under union of prefix-independent half-positional languages

We now show that Kopczyński's conjecture holds for $\omega$-regular languages: prefix-independent half-positional languages are closed under union. In fact, we show a stronger result: it suffices to suppose that only one of the objectives is prefix-independent.

- Theorem 3.5. Let $W_{1}, W_{2} \subseteq \Sigma^{\omega}$ be two half-positional $\omega$-regular objectives, and suppose that $W_{1}$ is prefix-independent. Then, $W_{1} \cup W_{2}$ is half-positional.

In order to obtain this theorem, we use the 1-to-2-players lift stated in Theorem 3.4. The result from Theorem 3.5 can be easily obtained for Eve-games, so it suffices then to apply the lift to get the result for all types of games.

- Lemma 3.6. Let $W_{1}, W_{2} \subseteq \Sigma^{\omega}$ be two objectives that are half-positional over Eve-games, and suppose that $W_{1}$ is prefix-independent. Then, $W_{1} \cup W_{2}$ is half-positional over Eve-games.

Proof. Let $\mathcal{G}$ be an Eve-game using $W_{1} \cup W_{2}$ as winning condition. We show that Eve has a positional strategy that wins from any vertex of her winning region. We let $\mathcal{G}_{1}$ be the game with the same game graph than $\mathcal{G}$ and $W_{1}$ as winning condition. Consider Eve's winning region in this game, $\mathcal{W i n}_{\text {Eve }}\left(\mathcal{G}_{1}\right)$. By half-positionality of $W_{1}$, she has a positional strategy strat ${ }_{1}$ ensuring to produce paths labelled with $W_{1}$ from states in $\mathcal{W i n}_{\text {Eve }}\left(\mathcal{G}_{1}\right)$. Moreover, by prefix-independence of $W_{1}$, there is no path leading to $\mathcal{W i n}_{\mathrm{Eve}}\left(\mathcal{G}_{1}\right)$ from a vertex that is not in this winning region.

We let $\mathcal{G}_{2}$ be the game with $\mathcal{G} \backslash \operatorname{Win}_{\text {Eve }}\left(\mathcal{G}_{1}\right)$ as game graph, and using $W_{2}$ as winning condition. By half-positionality of $W_{2}$, Eve has a positional strategy strat ${ }_{2}$ for this game that is winning from $\operatorname{Win}_{\text {Eve }}\left(\mathcal{G}_{2}\right)$.

We consider the positional strategy strat in $\mathcal{G}$ that coincides with $\operatorname{strat}_{1}$ over $\mathcal{W i n}_{\mathrm{Eve}}\left(\mathcal{G}_{1}\right)$ and coincides with strat ${ }_{2}$ over $\mathcal{G}_{2}$. It is clear that this strategy is winning from vertices in $\mathcal{W i n}_{\text {Eve }}\left(\mathcal{G}_{1}\right) \cup \mathcal{W i n}_{\text {Eve }}\left(\mathcal{G}_{2}\right)$. We show that these are all vertices from which Eve can win $\mathcal{G}$, so strat is an optimal strategy.
$\triangleright \operatorname{Claim}$ 3.6.1. $\mathcal{W i n}_{\mathrm{Eve}}(\mathcal{G})=\operatorname{Win}_{\mathrm{Eve}}\left(\mathcal{G}_{1}\right) \cup \mathcal{W i n}_{\mathrm{Eve}}\left(\mathcal{G}_{2}\right)$.
Proof. Let $v$ be a vertex in $\mathcal{G}$ such that Eve wins from it. A strategy in an Eve-game is just an infinite path in the game graph. Let therefore $\rho_{v}$ be an infinite path from $v$ labelled with a word $w \in W_{1} \cup W_{2}$. Suppose that $v \notin \operatorname{Win}_{\text {Eve }}\left(\mathcal{G}_{1}\right)$. In particular $w \notin W_{1}$, so $w \in W_{2}$. As there is no path leading to $\operatorname{Win}_{\text {Eve }}\left(\mathcal{G}_{1}\right)$ from a vertex that is not in this region, the path $\rho_{v}$ is contained in $\mathcal{G} \backslash \operatorname{Win}_{\text {Eve }}\left(\mathcal{G}_{1}\right)$, which is the game graph of $\mathcal{G}_{2}$. Therefore, $v \in \operatorname{Win}_{\text {Eve }}\left(\mathcal{G}_{2}\right)$. $\quad \triangleleft$

Kopczyński's conjecture and its stronger version in which only one of the objectives is supposed to by prefix-independent remain open for arbitrary objectives.

## Closure of positionality under addition of neutral letters

As mentioned in the introduction, Ohlmann recently characterised half-positional objectives by means of the existence of universal graphs [Ohl23]. One direction (stated in Proposition 2.3) holds for any objective: if $W$ admits well-ordered monotone universal graphs, then it is half-positional. To obtain the converse, the proof proposed by Ohlmann requires a further hypothesis: $W$ has to contain a neutral letter, that is a letter that can be removed from any word without modifying the membership in $W$. In his work, he left open the problem of whether adding a neutral letter preserves positionality. This is a central question in the theory of positionality, as it would imply that universal graphs completely characterise half-positionality without any further hypothesis on the objectives. This question is almost ${ }^{3}$ equivalent to the one raised by Kopczyński in his PhD thesis [Kop08, Section 2.5]: if $W$ is half-positional over $\varepsilon$-free games, is it half-positional over all games?

Let $W \subseteq \Sigma^{\omega}$ be an objective. A letter $c \in \Sigma$ is neutral for $W$ if, for all $w_{1}, w_{2}, \cdots \in \Sigma^{+}$ and $n_{1}, n_{2}, \cdots \in \mathbb{N}$ :

- $c^{n_{1}} w_{1} c^{n_{2}} w_{2} \cdots \in W \Longleftrightarrow w_{1} w_{2} \cdots \in W$, and
$-w_{1} c^{\omega} \in W \Longleftrightarrow w_{1}^{-1} W \neq \emptyset$.
Given an objective $W$, we let $W^{\varepsilon}$ denote the unique objective obtained by adding a fresh neutral letter $\varepsilon$ to $W$.
- Proposition 3.7 ([Ohl23]). Let $W \subseteq \Sigma^{\omega}$. Objective $W^{\varepsilon}$ is half-positional if and only if for all cardinals $\kappa$ there is a well-ordered monotone ( $\kappa, W$ )-universal graph.
- Conjecture 3.8 (Neutral letter conjecture [Ohl23]). For every half-positional objective $W$, objective $W^{\varepsilon}$ is half-positional.

Our characterisation (Item (4) in Theorem 3.1), together with Proposition 3.7, answers this question in the case of $\omega$-regular objectives.

- Theorem 3.9. Let $W \subseteq \Sigma^{\omega}$ be an $\omega$-regular objective. If $W$ is half-positional, then $W^{\varepsilon}$ is half-positional. Also, $W$ is half-positional over $\varepsilon$-free games if and only if $W$ is half-positional over all games.

[^2]
## 4 Warm-up: Illustrating ideas on restricted classes of languages

The goal of this section is to give a gentle introduction to the techniques and ideas which are used in the proof of our main result (implication from (1) to (2) in Theorem 3.1). We single out four crucial properties that a parity automaton recognising a half-positional objective should satisfy.

- Half-positional objectives have totally ordered residuals, which define a congruence over states of automata recognising them.
- This order should satisfy a semantical property called progress consistency.
- Transitions with priority 0 preserve this congruence (if $q \sim_{p}$ and $q \xrightarrow{a: 0}$, then $p \xrightarrow{a: 0}$ ).
- In each congruence class, states which are interreachable using paths avoiding priorities $\leq 1$ have comparable $(\leq 1)$-safe languages.

We propose to study four restricted classes of $\omega$-regular objectives that allow us to isolate these different points, namely, closed, open, Büchi recognisable and coBüchi recognisable objectives. Considering objectives in these four classes allows us to illustrate the necessity of the four properties above, and the techniques we use to derive them. In each case, we state a characterisation of half-positionality and give a full proof of necessity, which is the more difficult direction. These characterisation and proof techniques are generalised to all $\omega$-regular languages in our main inductive proof of necessity (Section 5.2).

We moreover incorporate in this section many examples illustrating our results and the ideas in our proofs.

### 4.1 Closed objectives and total order on the residuals

We now discuss the first property announced above: residuals of half-positional objectives are totally ordered by inclusion. The necessity of this condition holds even for non $\omega$-regular objectives.

## Residuals of half-positional objectives are totally ordered

- Lemma 4.1. If an objective $W \subseteq \Sigma^{\omega}$ is half-positional, then $\operatorname{Res}(W)$ is totally ordered by inclusion.

Proof. We show the contrapositive. Suppose that $W$ has two incomparable residuals, $u_{1}{ }^{-1} W$ and $u_{2}^{-1} W$. Take $w_{1} \in u_{1}^{-1} W \backslash u_{2}^{-1} W$ and $w_{2} \in u_{2}^{-1} W \backslash u_{1}^{-1} W$. Stated differently, we have
$u_{1} w_{1} \in W, \quad u_{1} w_{2} \notin W$,
$u_{2} w_{1} \notin W, \quad u_{2} w_{2} \in W$.
Consider the (infinite) Eve-game $\mathcal{G}$ represented in Figure 5. Eve wins $\mathcal{G}$ from $v_{1}$ and $v_{2}$ : if a play starts in $v_{i}$, for $i=1,2$, she just has to take the path labelled $w_{i}$ from $v_{\text {choice }}$. However, she cannot win from both $v_{1}$ and $v_{2}$ using a positional strategy. Indeed, such a positional strategy would choose one transition $v_{\text {choice }} \stackrel{w_{i}}{m}$, and the play induced when starting from $v_{j}$, $j \neq i$, would be losing.

## Closed objectives

Let $\Sigma$ be a set of letters and $L \subseteq \Sigma^{*}$ be a language of finite words. The safety objective associated to $L$ is defined by

$$
\text { Safety }(L)=\left\{w \in \Sigma^{\omega} \mid w \text { does not contain any prefix in } L\right\}
$$



Figure 5 A game $\mathcal{G}$ in which Eve cannot play optimally using positional strategies if $\operatorname{Res}(W)$ is not totally ordered.

An objective $W$ is topologically closed if $W=\operatorname{Safety}(L)$ for some $L \subseteq \Sigma^{*}$. This terminology is justified since objectives of the form $\operatorname{Safety}(L)$ are exactly the closed subsets of $\Sigma^{\omega}$ for the Cantor topology (see for example [Tho91]).

- Remark 4.2. An objective $W=\operatorname{Safety}(L)$ is $\omega$-regular if and only if $L$ is a regular language of finite words if and only if $\operatorname{Res}(W)$ is finite. We refer to this class as $\omega$-regular closed objectives.

It turns out that for $\omega$-regular closed objectives the converse of Lemma 4.1 holds. This was first established in [CFH14].

- Proposition 4.3 (Half-positionality of closed objectives [CFH14]). Let $W \subseteq \Sigma^{\omega}$ be an $\omega$ regular closed objective. Then, $W$ is half-positional if and only if $\operatorname{Res}(W)$ is totally ordered by inclusion.

Thus, residuals encode the information needed to decide whether an $\omega$-regular closed objective is half-positional. We do not include a proof of sufficiency in this warm-up; a proof for all (non-necessarily $\omega$-regular) closed objectives is given in Theorem 8.4. However, a much subtler understanding is needed for non-closed objectives, as witnessed by the example below.

- Example 4.4 (Non-positional open objective). Consider the non-closed objective
$W=\left\{w \in \Sigma^{\omega} \mid w\right.$ contains the factor $\left.a a\right\}$.
Its three residuals are totally ordered by inclusion:

$$
\varepsilon^{-1} W \subseteq a^{-1} W \subseteq a a^{-1} W
$$

However, it is not half-positional, as witnessed by the game in Figure 6.


Figure 6 A game $\mathcal{G}$ in which Eve cannot produce the factor $a a$ positionally.

### 4.2 Open objectives and progress consistency

We now introduce progress consistency, a semantical property of the order of residuals which is necessary for half-positionality. For $\omega$-regular open objectives, this property, together with the total order of residuals is also sufficient.

## Progress consistency

- Definition 4.5 (Progress consistency). An objective $W \subseteq \Sigma^{\omega}$ is progress consistent if for all $u, w \in \Sigma^{*}$ :

$$
[u]_{W}<[u w]_{W} \Longrightarrow u w^{\omega} \in W .
$$

Intuitively, a progress consistent objective satisfies that whenever we read a word that makes some strict progress with respect to the order of the residuals, by repeating this word we produce a sequence in $W$.

We remark that the objective Reach $\left(\Sigma^{*} a a\right)$ from Example 4.4 is not progress consistent, as the word $b a$ makes progress from residual $\varepsilon^{-1} W$, but $(b a)^{\omega} \notin W$.

Let us establish necessity of progress consistency for half-positional objectives.
Lemma 4.6 (Necessity of progress consistency). Any half-positional objective is progress consistent.

Proof. We show the contrapositive of the statement. Let $W$ be an objective that is not progress consistent, that is, there are $u, w \in \Sigma^{*}$ such that $[u]<[u w]$ and $u w^{\omega} \notin W$. Let $w^{\prime} \in u w^{-1} W \backslash u^{-1} W$. Consider the game $\mathcal{G}$ depicted in Figure 7 .


Figure 7 A game $\mathcal{G}$ in which Eve cannot play optimally using positional strategies if $W$ is not progress consistent.

Eve wins game $\mathcal{G}$ from vertex $v_{0}$ by producing the play

$$
v_{0} \xrightarrow{u} v_{\text {choice }} \xrightarrow{w} v_{\text {choice }} \stackrel{w^{\prime}}{m} \text {. }
$$

However, she cannot win positionally from $v_{0}$ since positional strategies produce either $u w^{\omega}$ or $u w^{\prime}$, and both of these words are losing.

Remark 4.7. The previous lemma applies, in particular, to $\omega$-regular closed objectives. We did not need to add progress consistency as an hypothesis in Proposition 4.3, as this property is granted for closed objective by Lemma 2.18.

We are now ready to move on to the characterisation of $\omega$-regular open objectives.

## Open objectives

We now study the dual of closed objectives, namely, open ones. Let $L \subseteq \Sigma^{*}$. The reachability objective associated to $L$ is defined by

Reach $(L)=\left\{w \in \Sigma^{\omega} \mid w\right.$ contains a prefix in $\left.L\right\}$.
An objective $W$ is topologically open if $W=\operatorname{Reach}(L)$ for some $L \subseteq \Sigma^{*}$. (These are the open subsets of $\Sigma^{\omega}$ for the Cantor topology.) Similarly to the previous subsection, we define the class of $\omega$-regular open objectives as those that are both open and $\omega$-regular.

- Remark 4.8. An open objective $W=\operatorname{Reach}(L)$ is $\omega$-regular if and only if $L$ is a regular language of finite words if and only if $\operatorname{Res}(W)$ is finite.

Let us state a characterisation of half-positionality for $\omega$-regular open objectives. Characterisations for the full classes of open and closed objectives (without $\omega$-regularity assumptions) will be obtained in Section 8.

- Proposition 4.9 (Half-positionality for open objectives). An $\omega$-regular open objective $W$ is half-positional if and only if it is progress consistent and its set of residuals $\operatorname{Res}(W)$ is totally ordered.

Necessity follows from combining Lemmas 4.1 and 4.6; we omit a proof of sufficiency in this warp-up. In particular, we obtain the following corollary of Propositions 4.3 and 4.9.

## - Corollary 4.10. Any half-positional $\omega$-regular open objective is bipositional.

We now give an example of an objective that satisfies the requirement from the previous proposition.

- Example 4.11 (Half-positional open objective). Consider the $\omega$-regular open objective

$$
W_{n}=\operatorname{Reach}\left(\left(a \Sigma^{*}\right)^{n}\right)
$$

It was introduced (for $n=2$ ) in [BFMM11, Lemma 13] as an example of a bipositional objective which is not concave (that is, no shuffle of two words outside $W$ belongs to $W$; see [Kop08, Def 4.2] for details). Its residuals are given by

$$
\varepsilon^{-1} W<a^{-1} W<a a^{-1} W<\cdots<a^{n-1} W=\Sigma^{\omega},
$$

which are totally ordered. Moreover, for any residual class $\left[a^{i}\right]$ with $i<n$, we have $\left[a^{i}\right]<\left[a^{i} u\right]$ if and only if $u$ contains the letter $a$, in which case $a^{i} u^{\omega} \in W$. Therefore, $W$ is progress consistent, so we conclude that it is bipositional.

Many natural examples of objectives are in fact prefix-independent; for those, the two conditions about the residuals above are trivially satisfied. Yet, this does not suffice to guarantee their positionality. We continue our introductory exploration with objectives recognised by deterministic Büchi automata.

### 4.3 Büchi recognisable objectives: Uniformity of 0-transitions

Our goal in this section is to present another property of half-positional $\omega$-regular objectives $W$, namely, that they can be recognised by a deterministic parity automaton $\mathcal{A}$ in which 0 -transitions are uniform over each residual class:

$$
\text { For any } q \sim_{\mathcal{A}} q^{\prime} \text { and } a \in \Sigma, \text { if } q \xrightarrow{a: 0} \text { then } q^{\prime} \xrightarrow{a: 0} .
$$

In our main induction (Section 5.2), we will derive a similar property for all even priorities. To illustrate the technique, we now only focus on the case of Büchi recognisable languages, which helps alleviate some of the technicalities while preserving the important ideas behind the proof. On the way, we characterise half-positionality for these objectives, reobtaining the main result of [BCRV22].

The proof is split into two parts: first, we focus on the prefix-independent case, and then reduce to it.

## Prefix-independent Büchi recognisable objectives

It is well-known that Büchi languages are half-positional [EJ91], that is, those of the form $\operatorname{Buchi}_{\Sigma}(B)=\left\{w \in \Sigma^{\omega} \mid\right.$ letters of $B$ appear infinitely often in $\left.w\right\}$.

We prove now that these are the only half-positional prefix-independent Büchi recognisable objectives. Our proof considerably simplifies that of [BCRV22].

- Proposition 4.12 ([BCRV22, Proposition 11]). A prefix-independent Büchi recognisable W is half-positional if and only if it is a Büchi language.

In particular, Proposition 4.12 tells us that there is a Büchi automaton with just one state recognising $W$. In this automaton, 0-transitions are trivially uniform.

Super words and super letters. We say that $u \in \Sigma^{+}$is a super word (for $W$ ) if, for every $w \in \Sigma^{\omega}$, if $w$ contains $u$ infinitely often as a factor, then $w \in W$. If $u$ is a letter, we say that it is a super letter. Let $B_{W} \subseteq \Sigma$ be the set of super letters for $W$. It is clear that $\operatorname{Buchi}_{\Sigma}\left(B_{W}\right) \subseteq W$. We will show that, if $W$ is half-positional, this is in fact an equality.

- Lemma 4.13 (Existence of super letters). A non-empty prefix-independent half-positional objective $W$ recognised by a deterministic Büchi automaton admits a super letter.

One may easily deduce Proposition 4.12 from Lemma 4.13: the restriction $W^{\prime}$ of $W$ to non-super letters is a prefix-independent Büchi recognisable half-positional objective which contains no super letter. Thus, Lemma 4.13 tells us that $W^{\prime}=\emptyset$ and therefore $W=\operatorname{Buchi}_{\Sigma}\left(B_{W}\right)$.

Proof of Lemma 4.13. Fix a non-empty prefix-independent half-positional objective $W$ recognised by a deterministic Büchi automaton $\mathcal{A}$, and assume without loss of generality that $\mathcal{A}$ is strongly connected (thus, every state can be chosen initial) and in normal form. Since $W$ is non-empty, note that $\mathcal{A}$ must contain a transition with priority 0 . We will use the following observation.
$\triangleright$ Claim 4.13.1 (Super words in Büchi automata). A word $w \in \Sigma^{+}$is a super word if and only if for all states $q$ of $\mathcal{A}$, priority 0 appears on the path $q \xrightarrow{w: 0}$. This is in particular the case if $w$ is a letter.

Proof. By normality of $\mathcal{A}$, if there is $q$ such that $q \stackrel{w: 1}{\leadsto} q^{\prime}$ then there is a word $w^{\prime} \in \Sigma^{*}$ labelling a returning path $q^{\prime} \xrightarrow{w^{\prime}: 1} q$. Therefore, $\left(w w^{\prime}\right)^{\omega} \notin W$, so $w$ is not a super word. The converse implication is clear, since each time word $w$ is read, the automaton produces priority 0 .

We now prove existence of super words.
$\triangleright$ Claim 4.13.2 (Existence of super words). There is a super word for $\mathcal{L}(\mathcal{A})$.
Proof. We note that, as $\mathcal{A}$ is strongly connected and contains some priority 0 , for each state $q$ there is a finite word that produces priority 0 when read from $q$. We let $\left\{q_{1}, q_{2}, \ldots, q_{k}\right\}$ be an enumeration of the states of $\mathcal{A}$ and recursively define $k$ finite words $w_{1}, w_{2}, \ldots, w_{k} \in \Sigma^{*}$ satisfying:

$$
q_{i} \xrightarrow{w_{1} w_{2} \ldots w_{i-1}} q^{\prime} \xrightarrow[\sim]{w_{i}: 0} q^{\prime \prime} .
$$

In words, for $i \in 1, \ldots, k$, reading $w_{1} w_{2} \ldots w_{i}$ from $q_{i}$, produces priority 0 . This implies that $w_{1} w_{2} \ldots w_{i}$ produces priority 0 when read from any $q_{j}$ for $j \leq i$. Therefore, $w=w_{1} w_{2} \ldots w_{k}$ produces priority 0 when read from any state of $\mathcal{A}$, so by Claim 4.13.1, $w$ is a super word.

We now prove that, by half-positionality of $W$, super words can be chopped into smaller super words. This implies Lemma 4.13 by repeatedly chopping a super word obtained from Claim 4.13.2 until obtaining a super letter.
$\triangleright$ Claim 4.13.3 (Chopping super words). Let $w=w_{1} w_{2} \in \Sigma^{+}$be a super word. Then either $w_{1}$ or $w_{2}$ is a super word.

Proof. Suppose by contradiction that neither $w_{1}$ nor $w_{2}$ are super words. Then, by Claim 4.13.1, there are states $q_{1}$ and $q_{2}$ such that $q_{1} \xrightarrow[\sim]{w_{1}: 1} q_{1}^{\prime}$ and $q_{2} \xrightarrow[\sim]{w_{2}: 1} q_{2}^{\prime}$. By normality, we obtain returning paths $q_{1}^{\prime} \xrightarrow[\sim]{u_{1}: 1} q_{1}$ and $q_{2}^{\prime} \stackrel{u_{2}: 1}{u_{2}} q_{2}$. Therefore, $\left(w_{1} u_{1}\right)^{\omega} \notin W$ and $\left(w_{2} u_{2}\right)^{\omega} \notin W$. We consider the game $\mathcal{G}$ depicted in Figure 8. Eve can win this game, as alternating the two self loops she produces the word $\left(u_{1} w_{1} w_{2} u_{2}\right)^{\omega}$, which belongs to $\mathcal{L}(\mathcal{A})$ since $w_{1} w_{2}$ is a super word. However, positional strategies in this game produce either $\left(w_{1} u_{1}\right)^{\omega}$ or $\left(w_{2} u_{2}\right)^{\omega}$, both losing. This contradicts the half-positionality of $\mathcal{L}(\mathcal{A})$.


Figure 8 A game $\mathcal{G}$ in which Eve can win by forming the super word $w_{1} w_{2}$ infinitely often, but in which she cannot win using a positional strategy.

## Half-positionality for Büchi recognisable objectives

We now state a characterisation of half-positionality for all Büchi recognisable objectives, without assuming prefix-independence.

- Proposition 4.14 (Half-positionality of Büchi recognisable objectives [BCRV22, Theorem 10]). Let $W \subseteq \Sigma^{\omega}$ be a Büchi recognisable objective. Then, $W$ is half-positional if and only if:
- $\operatorname{Res}(W)$ is totally ordered,
- $W$ is progress consistent, and
- W can be recognised by a Büchi automaton on top of the automaton of residuals.
- Example 4.15 (Half-positional Büchi recognisable objective [BCRV22, Example 7]). Over the alphabet $\Sigma=\{a, b\}$, let

$$
W=\operatorname{Inf}(a) \cup \operatorname{Reach}(a a)
$$

that is, a word $w \in \Sigma^{\omega}$ belongs to $W$ if either it contains letter $a$ infinitely often, or it contains the factor $a a$ at some point. This objective has three different residuals,

$$
[\varepsilon]<[a]<[a a]=\Sigma^{\omega} .
$$

Figure 9 depicts a deterministic Büchi automaton defined on top of the residual automaton of $W$. It is easy to verify that this objective is progress consistent, so by Proposition 4.14, it is a positional objective.


Figure 9 Büchi automaton recognising the objective $W=\operatorname{Inf}(a) \cup \operatorname{Reach}(a a)$.

As earlier, we focus on explaining the necessity of the conditions from Proposition 4.14, and we omit a proof of sufficiency in this warm-up. We already know that the two first conditions are necessary (Lemmas 4.1 and 4.6). We now present the techniques used to obtain the necessity of the third condition.

## Uniformity of 0-transitions for half-positional objectives

Our objective is to derive the following result.

- Lemma 4.16 (Uniform behaviour of 0-transitions). Let $W \subseteq \Sigma^{\omega}$ be a half-positional Büchi recognisable language. There is a deterministic Büchi automaton $\mathcal{A}$ recognising $W$ such that for every pair $q \sim_{\mathcal{A}} q^{\prime}$ of equivalent states and for every letter $a$, transition $q \xrightarrow{a}$ produces priority 0 if and only if transition $q^{\prime} \xrightarrow{a}$ produces priority 0 .

Necessity of the conditions from Proposition 4.14 easily follows. In fact, what the previous lemma tells us is that we can take the quotient automaton $\mathcal{A} / \sim_{\mathcal{A}}$ and assign priorities to its transitions consistently.

The techniques we now introduce for proving Lemma 4.16 will be extended in our main induction (Section 5.2). The idea is to reduce to the prefix-independent case, captured by Proposition 4.12. For this, we associate a prefix-independent language, over an ad-hoc alphabet, to each residual of the objective under consideration.

For the rest of this part of the section, we fix a half-positional objective $W$ recognised by a deterministic Büchi automaton $\mathcal{A}$.

Localising to a residual. For each residual class $[u]$ of $W$, we define the local alphabet at [u] as:
$\Sigma_{[u]}=\left\{w \in \Sigma^{+} \mid[u w]=[u]\right.$ and for any proper prefix $w^{\prime}$ of $\left.w,\left[u w^{\prime}\right] \neq[u]\right\}$.
Note that, if it is non-empty, $\Sigma_{[u]}$ is a prefix code, and therefore it is a proper alphabet. Note that in general $\Sigma_{[u]}$ may be infinite, however this is completely harmless in this context, and we will freely allow ourselves to talk about automata over infinite alphabets. ${ }^{4}$ Also, $\Sigma_{[u]}$ is possibly empty; in the following definitions we assume that this is not the case.

Seeing words in $\Sigma_{[u]}^{\omega}$ as words in $\Sigma^{\omega}$, define the localisation of $W$ to $[u]$ to be the objective

$$
W_{[u]}=\left\{w \in \Sigma_{[u]}^{\omega} \mid u w \in W\right\}
$$

Observe that $W_{[u]}$ is prefix-independent. Moreover it is half-positional: any $W_{[u] \text {-game in }}$ which Eve could not play optimally using positional strategies would provide a counterexample for the half-positionality of $W$.

[^3]For a state $q$ of a Büchi automaton $\mathcal{A}$ recognising $W$, define $\Sigma_{[q]}$ and $W_{[q]}$ in the natural way: $\Sigma_{[q]}=\Sigma_{[u]}$ and $W_{[q]}=W_{[u]}$ for $u$ a word that reaches $q$ from the initial state. Observe that a word $w \in \Sigma^{*}$ belongs to $\Sigma_{[q]}^{*}$ if and only if it connects states in the class $[q]$. Elements in $\Sigma_{[q]}$ are those that do not pass twice through this class. We remark that $\Sigma_{[q]} \neq \emptyset$ if and only if $q$ is a recurrent state (it belongs to some non-trivial SCC).

Let $q$ be a recurrent state. The local automaton of the residual $[q]$ is the Büchi automaton $\mathcal{A}_{[q]}$ defined as:

- The set of states is [q].
- The initial state is arbitrary.
- For $w \in \Sigma_{[q]}, q \xrightarrow{w: x} q^{\prime}$ if $q \xrightarrow{w: x} q^{\prime}$ in $\mathcal{A}$.

The language of $\mathcal{A}_{[q]}$ is $W_{[u]}$, thus $W_{[u]}$ is Büchi recognisable. Therefore, Proposition 4.12 yields that $W_{[u]}$ is a Büchi language: there exists a set $B_{[u]} \subseteq \Sigma_{[u]}$ such that $W_{[u]}=$ $\operatorname{Buchi}_{[u]}\left(B_{[u]}\right)$. We let $N_{[u]}=\Sigma_{[u]} \backslash B_{[u]}$ be the set of non-super letters, and extend these notations to states of $\mathcal{A}$ by putting $B_{[q]}=B_{[u]}$ and $N_{[q]}=N_{[u]}$ where $u$ is any word leading from the initial state to $q$.

Polished automata. For a recurrent state $q$, we say that a residual class $[q]$ is polished in $\mathcal{A}$ if:

1. For all $q_{1}, q_{2} \in[q]$, there is a word $u \in N_{[q]}^{*}$ such that $q_{1} \xrightarrow{u: 1} q_{2}$.
2. For every $q^{\prime} \in[q]$ and every word $u \in N_{[q]}$, reading $u$ from $q^{\prime}$ produces priority 1 .

Stated differently, $[q]$ is polished if the restriction of $\mathcal{A}_{[q]}$ to transitions labelled with letters in $N_{[q]}$ is strongly connected and does not contain any transition with priority 0 .

We say that the automaton $\mathcal{A}$ is polished if all its residual classes are polished.

- Remark 4.17. If $\mathcal{A}$ is polished and $q$ is a transient state, then, it is the only state in its residual class: $[q]=\{q\}$. We will apply the term recurrent (resp. transient) to a class $[q]$ if $q$ is recurrent (resp. transient). This is well defined by the previous comment.
- Lemma 4.18 (Obtaining a polished automata). Any half-positional Büchi recognisable language $W$ can be recognised by a polished deterministic Büchi automaton.

Proof. Let $\mathcal{A}$ be a deterministic Büchi automaton recognising $W$. We will first polish the residual class $[q]$ of a fixed state $q$. Consider the restriction $\mathcal{A}_{[q]}^{\prime}$ of $\mathcal{A}_{[q]}$ to transitions labelled with $N_{[q]}$, and take $S_{[q]}$ to be a final SCC of $\mathcal{A}_{[q]}^{\prime}$; without loss of generality we assume that $q \in S_{[q]}$.

Now consider the automaton $\mathcal{A}^{\prime}$ obtained from $\mathcal{A}$ by removing states in $[q] \backslash S_{[q]}$, and redirecting transitions that go to $[q] \backslash S_{[q]}$ in $\mathcal{A}$ to transitions towards $q$ producing priority 0 . Note that this transformation preserves the residuals: if $p_{1} \xrightarrow{a} p_{2}$ in $\mathcal{A}$ and $p_{1} \xrightarrow{a} p_{2}^{\prime}$ in $\mathcal{A}^{\prime}$, then $p_{2} \sim_{\mathcal{A}} p_{2}^{\prime}$. Also, either $\left|\mathcal{A}^{\prime}\right|<|\mathcal{A}|$, or $\mathcal{A}$ is left unchanged. We now prove that it preserves the language.
$\triangleright$ Claim 4.18.1. Automaton $\mathcal{A}^{\prime}$ recognises the objective $W$.
Proof. Let $w \in \Sigma^{\omega}$. Suppose first that the run over $w$ in $\mathcal{A}^{\prime}$ eventually does not take redirected transitions. Then, this run contains a suffix that is also a run in $\mathcal{A}$. As the transformation preserves the residuals, $w$ is accepted by $\mathcal{A}^{\prime}$ if and only if it is accepted by $\mathcal{A}^{\prime}$.

Suppose now that the run over $w$ in $\mathcal{A}^{\prime}$ takes infinitely many redirected transitions. Such a run in $\mathcal{A}^{\prime}$ is of the form

$$
q_{\text {init }} \xrightarrow{w_{0}} q \xrightarrow{w_{1}} p_{1} \xrightarrow{a_{1}: 0} q \xrightarrow{w_{2}} p_{2} \xrightarrow{a_{2}: 0} q \xrightarrow{w_{3}} p_{3} \xrightarrow{a_{3}: 0} \ldots,
$$

where for all $i$ the transition $p_{i} \xrightarrow{a_{i}: 0} q$ is a redirected one, meaning that in $\mathcal{A}$, reading $a_{i}$ from $p_{i}$ leads to $[q] \backslash S_{[q]}$. Note that $w$ is accepted by $\mathcal{A}^{\prime}$, so we should prove that $w \in \mathcal{L}(\mathcal{A})=W$. Observe that, for $i \geq 1, w_{i} a_{i} \in \Sigma_{[q]}^{*}$ and reading $w_{i} a_{i}$ in $\mathcal{A}$ takes $q$ to $[q] \backslash S_{[q]}$, and thus by definition of $S_{[q]}$, it holds that $w_{i} a_{i} \notin N_{[q]}^{*}$, so $w_{i} a_{i} \in N_{[q]}^{*} B_{[q]}^{+} N_{[q]}^{*}$. We conclude that $w_{1} a_{1} w_{2} a_{2} \cdots \in \operatorname{Buchi}_{[q]}\left(B_{[q]}\right)=q^{-1} W$ hence $w \in W$.

It follows that the residual class of $q$ in $\mathcal{A}^{\prime}$ is $[q]_{\mathcal{A}^{\prime}}=[q]_{\mathcal{A}} \cap Q^{\prime}=S_{[q]}$. We now prove that it is polished.
$\triangleright$ Claim 4.18.2. The residual class $[q]$ is polished in $\mathcal{A}^{\prime}$.
Proof. Let $q_{1}, q_{2} \in S_{[q]}$. By definition of $S_{[q]}$ there is $w \in N_{[q]}$ such that $q_{1} \xrightarrow[\sim]{w} q_{2}$ in $\mathcal{A}$. As this path avoids $[q] \backslash S_{[q]}$ in $\mathcal{A}$, it also belongs to $\mathcal{A}^{\prime}$. We show that it produces exclusively priorities 1. By definition of $S_{[q]}$, there is a path $q_{2} \xrightarrow{w^{\prime}} q_{1}$ with $w^{\prime} \in N_{[q]}$. Therefore $\left(w w^{\prime}\right)^{\omega}$ does not belongs to $W_{[q]}$, so the path $q_{1} \xrightarrow{w} q_{2}$ cannot produce priority 0 , which proves the first point in the definition of a polished class.

Now take $q^{\prime} \in S_{[q]}$ and $u \in N_{[q]}^{*}$. Then by definition of $S_{[q]}$, reading $u$ from $q^{\prime}$ in $\mathcal{A}$ leads back to $S_{[q]}$. By the previous argument, the minimal priority in this path is 1. Again, this path avoids $[q] \backslash S_{[q]}$ in $\mathcal{A}$, so it also belongs to $\mathcal{A}^{\prime}$.

Thus we have obtained an automaton $\mathcal{A}^{\prime}$ for $W$ in which the class $[q]$ is polished. Since there are finitely many residual classes, and the obtained automaton $\mathcal{A}^{\prime}$ is strictly smaller than $\mathcal{A}$, we can repeat the process (normalising the automata after each iteration) until obtaining an automaton in which all the classes are polished. (We remark that we do not claim that classes $[p] \neq[q]$ that were polished in $\mathcal{A}$ will remain polished in $\mathcal{A}^{\prime}$. Nevertheless, the process reaches a fixpoint in which all classes are polished.)

We will later on use the following property, which is our main reason for introducing polished automata.

- Lemma 4.19 (Connection via losing words). Let $q \sim_{\mathcal{A}} q^{\prime}$ be two different recurrent equivalent states of a polished automaton $\mathcal{A}$. Then there is a word $u \in \Sigma_{[q]}^{+}$such that $q \xrightarrow{u} q^{\prime}$ and $u^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right)$.

Proof. As the automaton $\mathcal{A}$ is polished, there is a word $u \in N_{[q]}^{+}$such that $q \stackrel{u}{\leadsto} q^{\prime}$. This word satisfies the desired requirement.

Uniform behaviour of 0 -transitions. We are now ready to prove Lemma 4.16. Let $\mathcal{A}$ be a polished and normalised deterministic Büchi automaton recognising $W$, and suppose by contradiction that there are two states $q_{1} \sim_{\mathcal{A}} q_{2}$ and a letter $a \in \Sigma$ such that $q_{1} \xrightarrow{a: 0} p_{1}$ and $q_{2} \xrightarrow{a: 1} p_{2}$.

By normality, there is a word $w \in \Sigma^{*}$ such that $p_{2} \xrightarrow[\sim]{w: 1} q_{2}$. In particular, since $q_{2} \xrightarrow{a w} q_{2}$, the class $\left[q_{2}\right]$ is recurrent in $\mathcal{A}$. Note that $a w \in \Sigma_{\left[q_{1}\right]}^{*}$ and $(a w)^{\omega} \notin q_{1}^{-1} W$. Let $q^{\prime}$ be the state such that $p_{1} \xrightarrow[\sim]{w} q^{\prime}$, note that $q^{\prime} \in\left[q_{1}\right]$. Let $u_{0}$ be such that $q_{\text {init }} \xrightarrow{u_{0}} q_{1}$. See Figure 10 for an illustration of the situation.

Since $(a w)^{\omega} \notin q_{1}^{-1} W$, and $q_{1} \xrightarrow{a w: 0} q^{\prime}$, it cannot be that case that $q^{\prime}=q_{1}$. Hence, Lemma 4.19 gives a word $u \in \Sigma_{[q]}^{+}$such that $q^{\prime} \xrightarrow{u} q_{1}$ and $u^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right)$. Together, the facts that

$$
(a w)^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right),
$$

- $u^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right)$, and
- $(a w u)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{q}\right)$
prove that Eve wins the game on the right of Figure 10, but not positionally.


Figure 10 On the left, the situation in the automaton $\mathcal{A}$. We have the equivalences $q_{1} \sim_{\mathcal{A}} q_{2} \sim_{\mathcal{A}} q^{\prime}$ and $p_{1} \sim_{\mathcal{A}} p_{2}$. On the right, a game where Eve can win but not positionally.

Thus we proved that if $W$ is a Büchi recognisable half-positional objective, it can be recognised by a Büchi automaton in which 0-transitions behave uniformly. By extending the technique from this section, we will show in Section 5.2 that this property (and its generalisation to all even priorities) also holds for automata using higher priorities.

### 4.4 Objectives recognised by coBüchi automata: Total order given by safe languages

We now consider coBüchi recognisable objectives. Our analysis requires using historydeterministic automata and techniques from [AK22].

Most of the section is devoted to the case of prefix-independent objectives, for which we propose a characterisation of half-positionality (Proposition 4.23). At the end of the section, we comment on how to extend this characterisation to any coBüchi recognisable objective (Proposition 4.32). In the spirit of this warm-up, we omit proofs of sufficiency.

## Prefix-independent coBüchi recognisable objectives

Let us start by introducing some terminology relative to coBüchi automata. Our analysis requires considering automata that are not necessarily deterministic, however, we have a fine control of the non-determinism that will appear. First, all automata in this subsection will be history-deterministic. Moreover, we can suppose that they are deterministic over transitions producing priority 2 by the following result of Kuperberg et Skrzypczak [KS15] (this property is sometimes called safe determinism).

- Lemma 4.20 ([KS15]). Every history-deterministic coBüchi automaton contains an equivalent subautomaton that is deterministic over 2 -transitions, which can be computed in polynomial time.

Safe languages and safe components. Consider a (possibly non-deterministic) coBüchi automaton $\mathcal{A}$. We define the $(<2)$-safe language of a state $q$ (or just safe language) as the set of finite or infinite words such that, when read from $q$, priority 1 can be avoided, that is:

$$
\operatorname{Safe}_{<2}(q)=\{w \in \Sigma^{*} \cup \Sigma^{\omega} \mid \text { there is a run } q \underbrace{w: 2}\} .
$$

- Remark 4.21. Two safe languages coincide if and only if their restrictions to finite (resp. infinite) words coincide. Indeed, an infinite word $w \in \Sigma^{\omega}$ belongs to $\operatorname{Safe}_{<2}(q)$ if and only all its finite prefixes do.

We write $q \leq_{2} q^{\prime}$ if $\operatorname{Safe}_{<2}(q) \subseteq \operatorname{Safe}_{<2}\left(q^{\prime}\right)$; this defines a partial preorder on states of $\mathcal{A}$. We will sometimes use the term safe path to refer to paths in $\mathcal{A}$ that do not produce priority 1. The use of the notation " $(<2)$-safe" will be justified by the generalisation of this notion to any parity automaton. The next lemma follows directly from the definition of safe language.
$\rightarrow$ Lemma 4.22 (Monotonicity with respect to safe languages). Let $\mathcal{A}$ be a coBüchi automaton which is deterministic over 2-transitions, and let $q, q^{\prime}$ be two states such that $q \leq_{2} q^{\prime}$. Let $u$ be a finite word in $\mathrm{Safe}_{<2}(q)$ and write $q \xrightarrow{u: 2} p$. There is a unique path $q^{\prime} \xrightarrow{u: 2} p^{\prime}$ and $p \leq 2 p^{\prime}$.

A $(<2)$-safe component (or just safe component) of $\mathcal{A}$ is a set of states forming a strongly connected component in the subautomaton obtained by removing from $\mathcal{A}$ all transitions labelled 1. By Lemma 4.20, we can suppose that these subautomata are deterministic. Also, note that if $\mathcal{A}$ is in normal form, transitions between different safe components produce priority 1 , that is, states connected by a safe path are in the same safe component.

Statement of the characterisation of half-positionality. We are now ready to state a characterisation of positionality of prefix-independent coBüchi recognisable objectives.

- Proposition 4.23 (Half-positionality for prefix-independent coBüchi recognisable objectives). A prefix-independent coBüchi recognisable objective is half-positional if and only if it can be recognised by a deterministic coBüchi automaton satisfying that within each safe component, states are totally ordered by inclusion of safe languages.

Before going on with the proof, we discuss two examples.

- Example 4.24. In Figure 11 we represent a coBüchi automaton over $\Sigma=\{a, b, c\}$ recognising the following objective:
$W=$ Words containing finitely many factors in $c\left(a^{*} c b^{*}\right)^{+} c$.
This is an example of an objective that is not concave, as by shuffling words $a(c c a a)^{\omega} \notin W$ and $(b b c c)^{\omega} \notin W$ we can obtain $(a b c c)^{\omega} \in W$. However, we show that it satisfies the hypothesis of Proposition 4.23, so it is half-positional. This automaton has a single safe component. The inclusions of the safe languages follows from the fact that the transitions are monotone: for every letter $\alpha \in \Sigma$, if $q_{i} \xrightarrow{\alpha: 2} q_{j}$ and $i \leq i^{\prime}$, then $q_{i^{\prime}} \xrightarrow{\alpha: 2} q_{j^{\prime}}$ with $j \leq j^{\prime}$.
- Example 4.25. Let $\Sigma=\{a, b, c\}$ and

$$
W=\operatorname{Fin}(a c) \vee \operatorname{Fin}(b b) .
$$

We give a coBüchi automaton recognising $W$ and satisfying the hypothesis of Proposition 4.23 in Figure 12. This automaton has two safe components: $S_{1}=\left\{q_{1}, q_{2}\right\}$ and $S_{2}=\left\{p_{1}, p_{2}\right\}$. The states of each component are totally ordered by inclusion of safe languages, as we have $q_{1}<_{2} q_{2}$ and $p_{1}<_{2} p_{2}$. Therefore, $W$ is half-positional.


Figure 11 Deterministic coBüchi automaton recognising objective $W$ from Example 4.24.


Figure 12 Deterministic coBüchi automaton recognising objective $W$ from Example 4.25. This automaton has two safe components: $S_{1}=\left\{q_{1}, q_{2}\right\}$ and $S_{2}=\left\{p_{1}, p_{2}\right\}$, and the states of each of them are totally ordered by inclusion of safe languages.

- Remark 4.26. In his PhD thesis [Kop08, Section 6.2], Kopczyński introduced a notion of monotonic automata over finite words, and showed that if $L \subseteq \Sigma^{*}$ is recognised by such an automaton, then the (prefix-independent) objective $\Sigma^{\omega} \backslash L^{\omega}$ is half-positional [Kop08, Prop 6.6]. It turns out that these correspond exactly to the objectives characterised in Proposition 4.23.

At the level of intuition, starting from a deterministic coBüchi automaton $\mathcal{A}$ recognising a half-positional objective $W$, our proof of the necessity in Proposition 4.23 proceeds as follows:

- We turn $\mathcal{A}$ into a history-deterministic safe centralised automaton (see definition below) using the minimisation technique of Abu Radi and Kupferman [AK22].
- Using half-positionality, we prove that $\leq_{2}$ defines a total order on each safe component. - Exploiting the total order, we are able to re-determinise $\mathcal{A}$.

Safe centralisation and safe minimality. Let $\mathcal{A}$ be a (possibly non-deterministic) coBüchi automaton with only one residual class. We say that $\mathcal{A}$ is safe centralised if, for every pair of states $q_{1}, q_{2}$, if $q_{1} \leq_{2} q_{2}$, then $q_{1}$ and $q_{2}$ are in the same safe component. We say that $\mathcal{A}$ is safe minimal if there are no two different states with the same safe language.

- Lemma 4.27 ([AK22]). Any prefix-independent coBüchi recognisable language can be recognised by a history-deterministic coBüchi automaton that is safe centralised and safe minimal.

Let us present a proof of Lemma 4.27. We say that an automaton is 1-saturated if for all pair of states $q, q^{\prime}$, the transition $q \xrightarrow{a: 1} q^{\prime}$ appears in $\mathcal{A}$. The 1-saturation of a coBüchi automaton is the automaton obtained by simply adding all possible transitions of the form $q \xrightarrow{a: 1} q^{\prime} ;$ note that this transformation preserves determinism over 2-transitions.

- Lemma 4.28. Let $\mathcal{A}$ be a coBüchi automaton recognising a prefix-independent language $W$. Then, its 1-saturation $\mathcal{A}^{\prime}$ also recognises $W$. Moreover, if $\mathcal{A}$ is history-deterministic and deterministic over 2 -transitions, then so is $\mathcal{A}^{\prime}$.

Proof. We first show $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq W$. An accepting run over a word $w$ in $\mathcal{A}^{\prime}$ eventually only reads transitions with priority 2 , so it eventually coincides with a run in $\mathcal{A}$. We conclude by prefix-independence. The fact that $W \subseteq \mathcal{L}\left(\mathcal{A}^{\prime}\right)$ and history-determinism are clear: one can use the same resolver in $\mathcal{A}^{\prime}$ as in $\mathcal{A}$.

Proof of Lemma 4.27. Let $\mathcal{A}$ be a normalised, 1 -saturated, history-deterministic, deterministic over 2-transitions automaton recognising $W$, obtained by Lemma 4.28 . We say that a safe component $S$ is redundant if there is $q \in S$ and $q^{\prime} \notin S$ such that $q \leq_{2} q^{\prime}$.
$\triangleright$ Claim 4.27.1. Let $S$ be redundant and consider the automaton $\mathcal{A}^{\prime}$ obtained from $\mathcal{A}$ by deleting $S$. Then $\mathcal{A}^{\prime}$ is history-deterministic and recognises $W$.

Proof. Clearly $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq W$. We will describe a sound resolver proving that $\mathcal{L}\left(\mathcal{A}^{\prime}\right)=W$ and that $\mathcal{A}^{\prime}$ is history-deterministic. Let $q \in S$ and $q^{\prime} \notin S$ such that $q \leq_{2} q^{\prime}$. For each $p \in S$, pick $u \in \Sigma^{*}$ such that $q \xrightarrow{u: 2} p$, and let $f(p)$ be such that $q^{\prime} \xrightarrow{u: 2} f(p)$; this is well defined since $q \leq_{2} q^{\prime}$. Note that we have $p \leq_{2} f(p)$ by Lemma 4.22 . By normality of $\mathcal{A}$, there is a returning path $f(p) \xrightarrow{w: 2} q^{\prime}$ and thus $f(p)$ is in the same safe component as $q^{\prime}$, so it does not belong to $S$. We extend $f$ to all of $Q$ by setting it to be the identity over $Q \backslash S$.

Take a sound resolver $\left(q_{0}, r\right)$ in $\mathcal{A}$, let $w \in \Sigma^{\omega}$, and write

$$
\rho=q_{0} \xrightarrow{w_{0}} q_{1} \xrightarrow{w_{1}} \ldots
$$

for the run in $\mathcal{A}$ induced by r over $w$. We will build a resolver $\left(q_{0}^{\prime}, r^{\prime}\right)$ in $\mathcal{A}^{\prime}$ satisfying the property that the run induced over $w, \rho^{\prime}=q_{0}^{\prime} \xrightarrow{w_{0}} q_{1}^{\prime} \xrightarrow{w_{1}} \ldots$ is such that for each $i, q_{i} \leq_{2} q_{i}^{\prime}$. We let $q_{0}^{\prime}=f\left(q_{0}\right)$, and assume $\rho^{\prime}$ constructed up to $q_{i}^{\prime}$, and $q_{i} \leq_{2} q_{i}^{\prime}$. If there is a state $q_{i+1}^{\prime} \notin S$ such that $q_{i}^{\prime} \xrightarrow{w_{i}: 2} q_{i+1}^{\prime}$ then we take this one, which satisfies $q_{i+1} \leq_{2} q_{i+1}^{\prime}$ by Lemma 4.22. Otherwise, take the transition $q_{i}^{\prime} \xrightarrow{w_{i}: 1} f\left(q_{i+1}\right)$. In particular, if $w \in \operatorname{Safe}_{<2}\left(q_{i}\right)$, the induced run from $q_{i}$ does not produce priority 1 .

We now show that if $\rho$ is accepting, then $\rho^{\prime}$ is an accepting run too: if $\rho$ is accepting, for some $i$ the suffix $w_{i} w_{i+1} \cdots \in \operatorname{Safe}_{<2}\left(q_{i}\right) \subseteq \operatorname{Safe}_{<2}\left(q_{i}^{\prime}\right)$. Therefore, the run $q_{i}^{\prime} \xrightarrow{w_{i}: 2}$ $q_{i+1}^{\prime} \xrightarrow{w_{i+1}: 2} \ldots$ in $\mathcal{A}^{\prime}$ is safe, and $\rho^{\prime}$ is accepting.

Using Claim 4.27.1, we successively remove redundant safe components until obtaining a safe centralised automaton.

Finally, to obtain a safe minimal automaton it suffices to merge states with the same safe language. That is, we define a 1 -saturated automaton that has for states the classes $[q]_{2}$ of states of $\mathcal{A}$, and transitions $[q]_{2} \xrightarrow{a: 2}[p]_{2}$ whenever for some (or equivalently, for all) state $q^{\prime} \in[q]_{2}$ there is transition $q^{\prime} \xrightarrow{a: 2} p^{\prime}$ in $\mathcal{A}$, with $p^{\prime} \in[p]_{2}$. It is not difficult to check that the obtained automaton recognises $W$, is history-deterministic and remains safe centralised.

Total order in each safe component. The intuitive idea on why having states of a same safe component totally ordered by $\leq_{2}$ is necessary for positionality is the same than in the case of closed objectives (Lemma 4.1): if $q$ and $q^{\prime}$ are incomparable, there are two words $w, w^{\prime}$ that produce priority 1 from one state but not from the other. In a game, if Eve has not kept track of where we are in the automaton, she will not know what is the best option between $w$ and $w^{\prime}$. However, an issue arises when turning this idea into an actual proof: one
needs to build two full differentiating runs from $q$ and $q^{\prime}$; producing priority 1 just once does not suffice. Safe centrality will come in handy for this purpose.

By definition, if $q \not \leq_{2} q^{\prime}$, there is a word which produces priority 1 when read from $q^{\prime}$, and stays in the corresponding safe component when read from $q$. The following lemma exploits safe centrality to extend those runs to synchronise them in the same state, while the run starting from $q$ remains safe. For the purpose of the warm up, we only prove it assuming $\mathcal{A}$ is deterministic; extending it to the history-deterministic case requires some additional technicalities that will be dealt with in Section 5.2.

- Lemma 4.29 (Synchronisation of separating runs). Let $\mathcal{A}$ be a normalised, safe centralised and safe minimal deterministic coBüchi automaton with a single residual class. Let $q$ and $q^{\prime}$ be two states such that $q \mathbb{K}_{2} q^{\prime}$ and $p$ be any state in the safe component of $q$. There is a word $w \in \Sigma^{*}$ such that $q \stackrel{w: 2}{\sim} p$ and $q^{\prime} \stackrel{w: 1}{\rightarrow} p$.

Proof. Since $\operatorname{Safe}_{<2}(q) \nsubseteq \operatorname{Safe}_{<2}\left(q^{\prime}\right)$, there is a word $w_{1} \in \Sigma^{*}$ such that $q \xrightarrow{w_{1}: 2} q_{1}$ and $q^{\prime} \xrightarrow{w_{1}: 1} q_{1}^{\prime}$. By normality, note that $q_{1}$ is in the same safe component as $q$. If we have again that $q_{1} \not 女_{2} q_{1}^{\prime}$, we can find a word $w_{2}$ with the same properties. While the non-inclusion of safe languages is satisfied, repeating the argument yields two runs:

$$
\begin{aligned}
& q \xrightarrow{w_{1}: 2} q_{1} \xrightarrow{w_{2}: 2} q_{2} \xrightarrow{w_{3}: 2} \ldots \\
& q^{\prime} \xrightarrow{w_{1}: 1} q_{1}^{\prime} \xrightarrow{w_{2}: 1} q_{2}^{\prime} \xrightarrow[\sim]{w_{3}: 1} \ldots
\end{aligned}
$$

We claim that the process should stop after finite time, meaning that for some $i$, we have $q_{i} \leq_{2} q_{i}^{\prime}$. Otherwise, we would obtain two infinite runs over $w_{1} w_{2} w_{3} \cdots \in \Sigma^{\omega}$, one of them accepting and the other rejecting, contradicting the fact that $\mathcal{A}$ has a single residual class.

Let $i$ be the step in which $q_{i} \leq_{2} q_{i}^{\prime}$. First, we note that both states are in the safe component of $q$ : state $q_{i}$ is in there because there is a path $q \xrightarrow{2} q_{i}$, and by safe centrality, $q_{i}^{\prime}$ must also be in the same safe component. Let $q_{\text {max }}$ be a state in this safe component maximal amongst states such that $q_{i}^{\prime} \leq_{2} q_{\max }$. Let $u \in \Sigma^{*}$ be a word labelling a path $q_{i} \xrightarrow{u: 2} q_{\max }$ (which exists by definition of safe components). By Lemma 4.22, maximality of $q_{\max }$, and safe minimality, we also have $q_{i}^{\prime} \xrightarrow{u: 2} q_{\text {max }}$. Finally, if suffices to take a word $u^{\prime} \in \Sigma^{*}$ labelling a path $q_{\text {max }} \stackrel{u^{\prime}: 2}{n} p$ and define $w=w_{1} w_{2} \ldots w_{i} u u^{\prime}$.

We may derive the sought total orders.

- Lemma 4.30 (Total order in each safe component). Let $\mathcal{A}$ be a deterministic coBüchi automaton recognising a prefix-independent half-positional objective $W$. Suppose that $\mathcal{A}$ is safe centralised and safe minimal. Let $q$ and $q^{\prime}$ be two different states in the same safe component. Then, either $q<_{2} q^{\prime}$ or $q^{\prime}<_{2} q$.

Proof. By safe minimality, $q \nless_{2} q^{\prime}$ implies $q \not \leq_{2} q^{\prime}$. Suppose by contradiction that $q \not \leq_{2} q^{\prime}$ and $q^{\prime} \not \Sigma_{2} q$. Let $p$ be a state in this safe component, and let $u, u^{\prime} \in \Sigma^{*}$ be such that $p \xrightarrow{u: 2} q$ and $p \xrightarrow{u^{\prime}: 2} q^{\prime}$. By Lemma 4.29, there are $w, w^{\prime} \in \Sigma^{\omega}$ such that:

$$
\begin{array}{ll}
q \stackrel{w: 2}{\sim} p, & q \stackrel{w^{\prime}: 1}{\sim} p, \\
q^{\prime} \stackrel{w: 1}{\sim} p, & q^{\prime} \stackrel{w^{\prime}: 2}{\sim} p .
\end{array}
$$

The situation is depicted in Figure 13. We obtain that:

- $\left(w^{\prime} u\right)^{\omega} \notin W$,
- $\left(w u^{\prime}\right)^{\omega} \notin W$,
- $\left(w u^{\prime} w^{\prime} u\right)^{\omega} \in W$.


Figure 13 Situation occurring in the proof Lemma 4.30.

Thus consider the game in which Eve controls a vertex with two self loops labelled $w^{\prime} u$ and $w u^{\prime}$; she can win by alternating both loops, but fails to win positionally.

Determinisation. We have stated last two lemmas of the previous paragraph for deterministic automata, in order to simplify the presentation. However, safe centralisation only yields history-deterministic automaton. We now explain how to use the total order from Lemma 4.30 to determinise HD coBüchi automata recognising half-positional languages.

Let $\mathcal{A}$ be a normalised, history-deterministic and deterministic over 2 -transitions coBüchi automaton recognising a prefix-independent half-positional language. Order $\leq_{2}$ is total over each safe component, by Lemma 4.30. We show how to rearrange the 1-transitions in order to define an equivalent deterministic automaton $\mathcal{A}^{\prime}$ with the same structure of safe components.

Let $\left\{S_{1}, S_{2}, \ldots, S_{k}\right\}$ be the safe components of $\mathcal{A}$, enumerated in an arbitrary order. If a word $w \in \Sigma^{\omega}$ is accepted by $\mathcal{A}$, there is a run over $w$ that eventually stays in one of the components $S_{i}$. The main idea is that, when reading a word $w$, we can resolve the non-determinism by trying each safe component in a round-robin fashion. If for a state $q$ and for a letter $a \in \Sigma$ there is a (unique) transition $q \xrightarrow{a: 2}$, we keep it as the only $a$-transition from $q$. If there is no transition $q \xrightarrow{a: 2}$, and $q$ belongs to $S_{i}$, we define a transition $q \xrightarrow{a: 1} q^{\prime}$ towards some $q^{\prime}$ in $S_{i+1}$. The total order in $S_{i+1}$ identifies a state in $S_{i+1}$ which is the best to go to: we define $q \xrightarrow{a: 1} q_{i+1}^{\max }$, where $q_{i+1}^{\max }$ is the unique maximal state of $S_{i+1}$ for the total order $\leq_{2}$. This defines a deterministic automaton $\mathcal{A}$ '.

We prove that $\mathcal{L}\left(\mathcal{A}^{\prime}\right)=\mathcal{L}(\mathcal{A})$. Clearly $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq \mathcal{L}(\mathcal{A})$, as $\mathcal{A}^{\prime}$ is a subautomaton of the 1 -saturation of $\mathcal{A}$. To show the other inclusion, let $w \in \mathcal{L}(\mathcal{A})$. There is a run over $w$ in $\mathcal{A}$ that eventually remains in a safe component, without loss of generality, we assume that it is $S_{1}$. Let $w^{\prime}=w_{1}^{\prime} w_{2}^{\prime} \ldots$ be a suffix of $w$ labelling a run in $S_{1}: q^{1} \xrightarrow{w_{1}^{\prime}} q^{2} \xrightarrow{w_{2}^{\prime}} \ldots$. Consider a run over $w^{\prime}$ in $\mathcal{A}^{\prime}$. If this run never visits $S_{1}$, it must be because it eventually remains in some safe component, so $w^{\prime}$ is accepted by $\mathcal{A}^{\prime}$ in that case. If the run eventually arrives to $S_{1}$ (at the $\mathrm{i}^{\text {th }}$ step), it will arrive to the maximal element $q_{1}^{\max }$. At this point, the run in $\mathcal{A}$ is in $q^{i} \leq_{2} q_{1}^{\max }$. Since $w_{i}^{\prime} w_{i+1}^{\prime} \cdots \in \operatorname{Safe}_{<2}\left(q^{i}\right) \subseteq \operatorname{Safe}_{<2}\left(q_{1}^{\max }\right)$, the run over this suffix is safe in $\mathcal{A}^{\prime}$, and word $w$ is accepted by $\mathcal{A}^{\prime}$.

- Example 4.31. The automaton from Figure 12 has the shape we have described: transitions producing priority 1 cycle between the two safe components, and they go to the maximal
state of the other component $\left(p_{1} \xrightarrow{b: 1} q_{2}\right.$ and $\left.q_{1} \xrightarrow{c: 1} p_{2}\right)$.


## Generalisation to non prefix-independent coBüchi recognisable languages

To remove the prefix-independence assumption, we work with the localisation to residuals of the objectives, as defined in Section 4.3. If $W$ is a half-positional objective, for each residual $[u]$ the objective $W_{[u]}$ is half-positional. In turns out that this property, together with the hypothesis over residuals that were already necessary for open objectives, provides a characterisation.

- Proposition 4.32. Let $W \subseteq \Sigma^{\omega}$ be a coBüchi recognisable language. Then, $W$ is halfpositional if and only if:
- $\operatorname{Res}(W)$ is totally ordered,
- $W$ is progress consistent, and
- for all residual class $[u]$, objective $W_{[u]}$ is half-positional.

This result is not fully satisfying (and hard to prove directly), as it relies on the halfpositionality of languages $W_{[u]}$. As these objectives are prefix-independent, we have a characterisation for their half-positionality (Proposition 4.23), and we can put them together to obtain a statement using exclusively structural properties of parity automata. The statement we obtain uses a decomposition of parity automata in three layers:

- States are totally preordered by their residual class (layer 0).
- Within each residual class, states are grouped into safe components (layer 1).
- Within each safe component, states are totally ordered by inclusion of the safe languages (layer 2).

This decomposition foreshadows the definition of structured signature automata that we will use in Section 5.2 to derive a characterisation of half-positionality for all $\omega$-regular languages.

- Proposition 4.33. Let $W \subseteq \Sigma^{\omega}$ be a coBüchi recognisable language. Then, $W$ is halfpositional if and only if:
- $\operatorname{Res}(W)$ is totally ordered,
- $W$ is progress consistent, and
- $W$ can be recognised by a deterministic coBüchi automaton $\mathcal{A}$ such that, for all residual class $[q]$, the local automaton of the residual $\mathcal{A}_{[q]}$ satisfies that its safe components are totally ordered by inclusion of safe languages.

We do not include a proof of this proposition; it is a special case of Theorem 3.1.

- Example 4.34. We consider the following objective over the alphabet $\Sigma=\{a, b, c\}$ :
$W=\Sigma^{*} a^{\omega} \cup \Sigma^{*} b^{\omega} \cup c \Sigma^{*} c \Sigma^{\omega}$.
This objective was studied in [BFMM11, Lemma 12] to show that there are half-positional objectives that are not concave, nor bipositional (objectives from Examples 4.15 and 4.24 also have this property); their proof of half-positionality is quite involved.

A coBüchi automaton recognising objective $W$ is depicted in Figure 14. Its residuals are totally ordered, and it is easy to check that it is progress consistent. Moreover, all its safe components are trivial. Therefore, Proposition 4.33 implies that it is half-positional.


Figure 14 Automaton recognising objective $W$ from Example 4.34.

### 4.5 Towards objectives of higher complexity: An example

We revisit the example from Figure 4, depicted here in Figure 15. It recognises the objective of words that either contain ' $a$ ' infinitely often, or contain no ' $a$ ' at all and only finitely many occurrences of the factor ' $b b$ ':

$$
W=\operatorname{Inf}(a) \vee(\operatorname{No}(a) \wedge \operatorname{Fin}(b b)), \quad \text { over } \Sigma=\{a, b, c\}
$$

This objective is neither Büchi nor coBüchi recognisable, so none of the characterisations of this section applies to it. However, we can combine the techniques presented above to equip $\mathcal{A}$ with a "nicely behaved" total order. In the next section, we will see that this can be formalised as the fact that $\mathcal{A}$ is a deterministic fully progress consistent signature automaton, so by Theorem 3.1, $W$ is half-positional.


Figure 15 Automaton recognising the objective $W=\operatorname{Inf}(a) \vee(F \operatorname{in}(b b) \wedge N o(a))$.
Objective $W$ has two residuals: $\varepsilon^{-1} W$ and $x^{-1} W$. It is clear that $a^{-1} W \subseteq \varepsilon^{-1} W$, and, since there is no transition $[a] \rightarrow[\varepsilon]$, it is trivially progress consistent. The states associated to $[a]$ and $[\varepsilon]$ are, respectively, $\left\{q_{1}\right\}$ and $\left\{q_{2}, q_{3}\right\}$. The subautomaton over $\left\{q_{1}\right\}$ recognises the Büchi objective $\operatorname{Buchi}(a)$, which is half-positional. Let us focus on the subautomaton induced by $\left\{q_{2}, q_{3}\right\}$, that coincides with $\mathcal{A}_{[\varepsilon]}$. We observe that it satisfies the hypothesis of Lemma 4.16: transitions with priority 0 act uniformly within $\mathcal{A}_{[\varepsilon]}$; indeed, these transitions are those reading letter $a$ (in red). Consider the restriction of this subautomaton to letters $\{b, c\}$. The obtained automaton $\mathcal{A}_{[\varepsilon]}^{\prime}$ is a coBüchi automaton, satisfying the hypothesis of Lemma 4.30: the states of the safe component of $\mathcal{A}_{[\varepsilon]}^{\prime}$ are totally ordered by inclusion of safe languages, as $q_{2}<_{2} q_{3}$. In this way, we obtain a decomposition such that:

- Residuals are totally ordered by inclusion, and are progress consistent.
- 0-transitions act uniformly within the states of each residual class.
- The safe components of the coBüchi automata obtained as the restriction of each class to transitions with priority $\geq 1$ are totally ordered by inclusion of safe languages.

Generalising such decomposition to any parity automaton will be the central point of the next section.

We also note that the $\varepsilon$-completion of this automaton presented in Figure 4 follows the decomposition presented here: $\xrightarrow{\varepsilon: 0}$-transitions follow the order of the residuals, and $\xrightarrow{2}$-transitions the one given by the inclusion of safe languages. This procedure of $\varepsilon$-completion will be generalised in Section 5.3.

## 5 Obtaining the structural characterisation of half-positionality

We now move on to the proof of Theorem 3.1. The first step is to identify the common structural properties of deterministic parity automata recognising half-positional objectives. In Section 5.1, we define a class of parity automata, which we call signature automata, that underscores this structure. We also introduce full progress consistency, a further necessary condition for automata recognising half-positional languages. To obtain the implication from (1) to (2) in Theorem 3.1 we need then to show how to obtain a fully progress consistent signature automaton for a half-positional $\omega$-regular objective. This is the most technical part of the proof, and it is the object of Section 5.2. We then proceed to defining $\varepsilon$-complete automata and closing the cycle of implications in Section 5.3.

### 5.1 Signature automata and full progress consistency

Before finally moving on to the crucial definition of signature automata, we need more precise concepts of congruences which we introduce now.

### 5.1.1 Priority-faithful congruences and quotient automata

Priority-faithful congruences. We recall that a congruence in an automaton allows us to define a quotient $\mathcal{A} / \sim$, which is a deterministic automaton structure. However, in general, no colouring with priorities can be defined on top of $\mathcal{A} / \sim$ in a sensible way, as the congruence does not have to be compatible with the output priorities of the automaton. We now strengthen the definition of congruence for parity automata so that it will be possible to define an approximation of a correct parity condition on top of the quotient automaton.
$\rightarrow$ Definition 5.1 ( $[0, x]$-faithful congruence). Let $\mathcal{A}$ be a parity automaton and let $\sim$ be a congruence over its set of states $Q$. We say that $\sim i s[0, x]$-faithful if:

- for each $0 \leq y \leq x, y$-transitions are uniform over $\sim$-classes and relation $\sim$ is a congruence for $y$-transitions, and
- relation $\sim$ is a congruence for $(>x)$-transitions.

Stated differently, a relation $\sim$ is a $[0, x]$-faithful congruence if, whenever there is a transition $q \xrightarrow{a: y} p$ with priority $y \leq x$, then for every $q^{\prime} \sim q$ a transition $q^{\prime} \xrightarrow{a} p^{\prime}$ produces priority $y$ and goes to a state $p^{\prime} \sim p$. If there is a transition $q \xrightarrow{a: y} p$ producing priority $y>x$, we only require that transitions $q^{\prime} \xrightarrow{a:>x} p^{\prime}$ produce priorities $>x$ and go to $p^{\prime} \sim p$ (but the exact priority produced may differ). (We remark that, although it is not explicitly imposed, ( $>x$ )-transitions are uniform over $\sim$-classes by the first property. Also, we recall that we assume that automata are complete.)

- Remark 5.2 ( $[0, x]$-faithful congruences for deterministic automata). For deterministic automata we can give a simpler definition. An equivalence relation $\sim$ on a deterministic automaton $\mathcal{A}$ is a $[0, x]$-faithful congruence if and only if, whenever $q \sim_{x} q^{\prime}, q \xrightarrow{a: y} p$ and $q^{\prime} \xrightarrow{a: y^{\prime}} p^{\prime}$, then $p \sim p^{\prime}$ and $y=y^{\prime}$ if $y \leq x$.
- Remark 5.3. A $[0, x]$-faithful congruence is $[0, y]$-faithful for any $y \leq x$.
( $\leq x$ )-quotient automata. What the definition of $[0, x]$-faithful congruence tells us is that transitions producing priorities $y \leq x$ are well defined in the quotient automaton $\mathcal{A} / \sim$, in the sense that we can associate a priority $y$ to these transitions reliably. For transitions producing priorities $>x$, on the other hand, we only obtain the information that the priority produced from any state of the class will be large, but we lose some precision.
- Definition 5.4 ( $(\leq x)$-quotient automata). If $\sim$ is a $[0, x]$-faithful congruence, we can define the $(\leq x)$-quotient of $\mathcal{A}$ by $\sim$ to be the parity automaton $\mathcal{A} / \leq_{x}$ given by:
- Its set of states are the $\sim$-classes of $\mathcal{A}$.
- The initial state is $\left[q_{\text {init }}\right]$, where $q_{\text {init }}$ is the initial state of $\mathcal{A}$.
- For $y \leq x$, there is a transition $[q] \xrightarrow{a: y}[p]$ if $\mathcal{A}$ has a transition $q^{\prime} \xrightarrow{a: y} p^{\prime}$ with $q^{\prime} \in[q]$, $p^{\prime} \in[p]$.
- There is a transition $[q] \xrightarrow{\text { a:x }}[p]$ if $\mathcal{A}$ has a transition $q^{\prime} \xrightarrow{a:>x} p^{\prime}$ with $q^{\prime} \in[q], p^{\prime} \in[p]$; where $x^{\prime}=x+1$ if $x$ even, and $x^{\prime}=x$ if $x$ odd.

The automaton $\mathcal{A} /{ }_{\leq x} \sim$ is defined so transitions coming from those producing a priority $>x$ in $\mathcal{A}$ are assigned the least important odd priority. This guarantees that the projection of runs that eventually only produce priorities $>x$ in $\mathcal{A}$ are rejecting in $\mathcal{A} / \leq_{x}$. The next lemma refines this comment.

Lemma 5.5. Let $\mathcal{A}$ be a parity automaton and let $\sim$ be a $[0, x]$-faithful congruence over $i t$. The $(\leq x)$-quotient of $\mathcal{A}$ by $\sim$ recognises the language:

$$
\mathcal{L}\left(\mathcal{A} /{\underset{x}{x}}_{\sim}^{\sim}\right)=\left\{w \in \Sigma^{\omega} \mid w \text { is accepted with an even priority } y \leq x \text { in } \mathcal{A}\right\}
$$

Moreover, if $\mathcal{A}$ is in normal form, then so is $\mathcal{A} / \leq_{x}$.
Proof. A run $\rho$ in $\mathcal{A}$ produces a priority $y \leq x$ infinitely often if and only its projection in $\mathcal{A} / \sim_{x}^{\sim}$ produces priority $y$ infinitely often, which gives the equality of the languages. It is a direct check that $\mathcal{A} / \leq_{x}$ inherits being in normal form.

### 5.1.2 Signature automata

We give the definition of signature automata, at the core of our characterisation.
We say that a sequence of total preorders $\leq_{0}, \leq_{1}, \leq_{2}, \ldots, \leq_{k}$ over $Q$ is a collection of nested total preorders if $\leq_{i}$ refines $\leq_{i-1}$, for $i>1$. We note that, in that case, the induced equivalence relation $\sim_{i}$ also refines $\sim_{i-1}$.

- Definition 5.6 (Signature automaton). Let $d \in \mathbb{N}$ be a priority. A d-signature automaton is a semantically deterministic parity automaton $\mathcal{A}$ together with a collection of nested total preorders $\leq_{0}, \leq_{1}, \leq_{2}, \ldots, \leq_{d}$ over $Q$ such that: ${ }^{5}$
I) Refinements of residual inclusion. Preorder $\leq_{0}$ refines the preorder $\leq_{\mathcal{A}}$ given by the inclusion of residuals.
II) Faithful partitions at even layers. For $0 \leq x \leq d$, $x$ even, the equivalence relation $\sim_{x}$ is $a[0, x]$-faithful congruence.
III) $(<\boldsymbol{x})$-safe separation at odd layers. For $2 \leq x \leq d$, $x$ even, and $q \sim_{x-2} q^{\prime}$ :

$$
q<_{x-1} q^{\prime} \quad \Longrightarrow \quad \text { there is no path } q \underset{\sim}{w: \geq x} q^{\prime}
$$

IV) Local monotonicity of $(\geq x)$-transitions. For an even priority $x \leq d$, transitions using priorities $\geq x$ are monotone for $\leq_{x}$ over each $\sim_{x-1}$ class. That is, for $q \sim_{x-1} q^{\prime}$, if $q \leq_{x} q^{\prime}:$

$$
q \xrightarrow{a: \geq x} p \quad \Longrightarrow \quad q^{\prime} \xrightarrow{a: \geq x} p^{\prime}, p \sim_{x-1} p^{\prime} \quad \text { and } p \leq_{x} p^{\prime}, \quad \text { for all a-transitions from } q^{\prime} .
$$

We say that $\mathcal{A}$ is a signature automaton if it is a d-signature automaton, for $d$ the maximal priority appearing in $\mathcal{A}$.

We note that even and odd preorders play a completely different role in the previous definition. In fact, the only purpose of odd preorders is to delimit the areas in which the local monotonicity property will apply. Item (III) constrains $\sim_{x-1}$-classes to be "sufficiently large".

- Remark 5.7. We note that, by Item (IV), for $x$ even the equivalence relations $\sim_{x-1}$ is a congruence for $\geq x$-transitions. However, the restrictions on these odd preorders are much weaker, as we do not impose them to be faithful.
- Example 5.8. Consider the automaton $\mathcal{A}$ from Figure 15 from the warm-up. This automaton has 3 states, $q_{1}, q_{2}$, and $q_{3}$. It can be equipped with the structure of a signature automaton as follows:
- Preorder $\leq_{0}$ is given by the inclusion of residuals: $q_{1}<_{0} q_{2}, q_{3}$, and $q_{2} \sim_{0} q_{3}$.
- Preorder $\leq_{1}$ coincides with preorder $\leq_{0}$.
- Preorder $\leq_{2}$ is a total order: $q_{1}<_{2} q_{2}<_{2} q_{3}$.

Signature automata are not minimal in general, but we conjecture that by merging $\sim_{d}$-equivalent states we should obtain a minimal automaton (see Section 9.3 for more discussions).

### 5.1.3 Full progress consistency.

The existence of a signature automaton recognising an objective $W$ does not suffice to ensure half-positionality of $W$. The problem is similar to the one we encountered when studying open objectives in Section 4.2: there are open objectives whose residuals are totally ordered but their are not half-positional (see Example 4.4). In that case, we needed to add the property of progress consistency to characterise positionality. We generalise this notion to signature automata with multiple preorders.

- Definition 5.9 (Full progress consistency). We say that a signature automaton $\mathcal{A}$ is fully progress consistent if, for each preorder $\leq_{x}$, for $x$ even, and every finite word $w \in \Sigma^{*}$ :

$$
q<_{x} p \text { and } q \underset{\sim}{w: \geq x} p \quad \Longrightarrow \quad w^{\omega} \in \mathcal{L}\left(\mathcal{A}_{q}\right) .
$$

- Remark 5.10. A fully progress consistent signature automaton is in particular progress consistent, as the $\leq_{0}$-preorder refines that coming from the inclusion of residuals.

[^4]
### 5.1.4 Structured signature automata from semantic properties of languages

To prove the implication $(1) \Longrightarrow(2)$ from Theorem 3.1, we build a signature automaton from a deterministic parity automaton $\mathcal{A}$ recognising $W$ recursively. In order to be able to carry out the recursion, we will in fact obtain a signature automaton with even stronger properties. This reinforcement of signature automata is done by ensuring that the preorders $\leq_{x}$ come from semantic properties of the automata, for which the notion of $<x$-safe languages will play a major role. The properties that are imposed are essentially a generalisation of the ones satisfied by the canonical history-deterministic coBüchi automata defined by Abu Radi and Kupferman [AK22].

We introducing some further notation used in our semantic reinforcement of the definition of a signature automaton.
$<x$-safe languages. Let $\mathcal{A}$ be a (possibly non-deterministic) parity automaton. We define the $(<x)$-safe language of a state $q$ of $\mathcal{A}$ as:

$$
\text { Safe }_{<x}^{\mathcal{A}}(q)=\left\{w \in \Sigma^{*} \cup \Sigma^{\omega} \mid \text { there exists } q \xrightarrow{w: \geq x}\right\}
$$

We remark that $\mathrm{Safe}_{<x}^{\mathcal{A}}(q)$ is completely determined by its finite (resp. infinite) words. We drop the superscript $\mathcal{A}$ whenever the automaton is clear from the context. A path producing no priority strictly smaller than $x$ is called $(<x)$-safe.

Next lemma simply follows from the definition.

- Lemma 5.11 (Monotonicity of safe languages). Let $\mathcal{A}$ be a parity automaton that is deterministic over transitions using priorities $\geq x$. Let $q$ and $p$ be two states such that $\operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}(p)$, and let $q \xrightarrow{u: \geq x} q^{\prime}$ be $a<x$-safe run over $u$ from $q$. Then, there is a unique $<x$-safe run over $u$ from $p, p \xrightarrow{u: \geq x} p^{\prime}$, and it leads to a state $p^{\prime}$ satisfying $\operatorname{Safe}_{<x}\left(q^{\prime}\right) \subseteq \operatorname{Safe}_{<x}\left(p^{\prime}\right)$.
$<x$-safe components. A $(<x)$-safe component of $\mathcal{A}$ is a strongly connected component of the subautomaton obtained by removing all transitions producing a priority $<x$ from $\mathcal{A}$. Note that if $\mathcal{A}$ is in normal form and $x>0$, transitions changing of $(<x)$-safe component produce a priority $<x$. That is, $q \xrightarrow{u: \geq x} p$ implies that $q$ and $p$ are in the same $(<x)$-safe component.
- Remark 5.12. The partition of $\mathcal{A}$ into $<x$-safe components is a refinement of its partition into $<y$-safe components, for $y \leq x$.

For the following, we fix a parity automaton $\mathcal{A}$ in normal form using priorities in $\left[0, d_{\text {max }}\right]$. For each $x \in\left[1, d_{\max }\right]$, we will totally order the $<x$-safe components of $\mathcal{A}$ in such a way that these orders successively refine each other. For $x \in\left[1, d_{\max }\right]$ we let $S_{1}^{<x}, \ldots, S_{k_{x}}^{<x}$ be the $<x$-safe components of $\mathcal{A}$. For $x=1$, we let $S_{1}^{<1}<_{1} S_{2}^{<1}<_{1} \cdots<_{1} S_{k_{1}}^{<1}$ be an arbitrary order over the $<1$-safe components. Assume that an order has already been fixed at level $x-2$. Then, we fix an arbitrary total order for the $<x$-safe components contained in a same $<(x-1)$-safe components, which yields a total order for the set of all those safe components, that refines the previous layers. From now on, we assume that the enumerations $S_{1}^{<x}, \ldots, S_{k_{x}}^{<x}$ correspond to these orders: $S_{i}^{<x}<_{x} S_{j}^{<x}$ if $i<j$.

Structured signature automata. The preorders of the signature automaton we plan to build will correspond to the following semantic properties:

1. Preorder 0 given by inclusion of residuals. Preorder $\leq_{0}$ corresponds to the inclusion of residuals:

$$
q \leq_{0} p \Longleftrightarrow \mathcal{L}\left(\mathcal{A}_{q}\right) \subseteq \mathcal{L}\left(\mathcal{A}_{p}\right)
$$

2. Odd layers correspond to safe components. For $x \geq 2$ even, we define $\leq_{x-1}$ by:

$$
q \leq_{x-1} p \Longleftrightarrow q<_{x-2} p \text { or }\left[q \sim_{x-2} p \text { and } q \in S_{i}^{<x} \text { and } p \in S_{j}^{<x} \text { with } i \leq j\right]
$$

In particular, $q \sim_{x-1} p$ if and only if $q \sim_{x-2} p$ and there is a path $q \xrightarrow[\sim]{w: \geq x} p$.
3. Even preorders given by inclusion of safe languages. For $x \geq 2, x$ even, we define $\leq_{x-1}$ by:

$$
q \leq_{x} p \Longleftrightarrow q<_{x-1} p \text { or }\left[q \sim_{x-1} p \text { and } \operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}(p)\right]
$$

These preorders already ensure some of the properties required to be a signature automaton; mainly, the local monotonicity of transitions using large priorities (Item (IV)), as well as the congruence for $\geq x$-transitions at $\sim_{x}$-classes. Note, however, that it is not clear (and will be an important part of our proof) that $\leq_{x}$ is total for even $x$.

Given an (even or odd) priority $d \in \mathbb{N}$, we say that a parity automaton $\mathcal{A}$ in normal form together with nested preorders $\leq_{0}, \leq_{1}, \ldots, \leq_{d}$ as above is a d-structured signature automaton if these preorders are total and moreover:
4. Strong congruence of ( $\leq x$ )-priorities over even classes. Let $0 \leq x \leq d, x$ even. For every $y \leq x$ :

$$
q \sim_{x} q^{\prime}, q \xrightarrow{a: y} p \text { and } q^{\prime} \xrightarrow{a: z} p^{\prime} \Longrightarrow z=y \text { and } p=p^{\prime}
$$

5. Classes at layer $x$ are $(>x)$-connected. For $0 \leq x \leq d$ and $q \sim_{x} q^{\prime}$, we have:

$$
q \neq q^{\prime} \Longrightarrow \quad \text { there is a path } q \xrightarrow{u:>x} q^{\prime} .^{6}
$$

6. Safe centralisation. Let $2 \leq x \leq d$ be an even priority, and let $q \sim_{x-2} p$. Then:

$$
q \varkappa_{x-1} p \Longrightarrow \operatorname{Safe}_{<x}(q) \nsubseteq \operatorname{Safe}_{<x}(p)
$$

We say that $\mathcal{A}$ is a structured signature automaton if it is a $d$-structured signature automaton, for $d$ the maximal priority appearing in $\mathcal{A}$.

- Remark 5.13. We draw the reader's attention to the fact that in Item 4 we do not only require $p \sim_{x} p^{\prime}$, but impose $p=p^{\prime}$. This will be necessary to guarantee that the relations $\sim_{y}$ for even priorities $y>x$ are also congruences for $x$-transitions.
- Lemma 5.14. A deterministic d-structured signature automaton is a d-signature automaton.

[^5]Proof. The fact that $\leq_{0}$ refines the inclusion of residuals is ensured by Item 1. Also, the $(<x)$-safe separation at odd levels (Item (III)) is directly implied by the fact that odd layers correspond to safe components (Item 2).

We now show by induction on $x$ that for each $x \leq d, x$ even, $\sim_{x}$ is a [ $\left.0, x\right]$-faithful congruence. Consider two states $q \sim_{x} q^{\prime}$, which rewrites as $q \sim_{x-1} q^{\prime}$ and $\operatorname{Safe}_{<x}(q)=$ $\mathrm{Safe}_{<x}(p)$, and pick a transition $q \xrightarrow{a: y} p$. There are two cases.

- If $y \leq x$, then by Item 4 , we have $q^{\prime} \xrightarrow{a: y} p$.
- If $y>x$, then by monotonicity of safe languages (Lemma 5.11), we have $q^{\prime} \xrightarrow{a: \geq x} p^{\prime}$ with $\operatorname{Safe}_{<x}\left(p^{\prime}\right)=\operatorname{Safe}_{<x}(p)$, and by induction, $p^{\prime} \sim_{x-2} p$. From Item 6, it follows that $p^{\prime} \sim_{x-1} p$ and thus $p^{\prime} \sim_{x} p$, as required.

We conclude that $\sim_{x}$ is a $[0, x]$-faithful congruence.
Finally, the local monotonicity of $(\geq x)$-transitions follows from the fact that even preorders correspond to the inclusion of safe languages (Item 3) and the monotonicity of safe languages (Lemma 5.11).

### 5.2 From half-positionality to signature automata

This section is devoted to the proof of the implication $(1) \Longrightarrow(2)$ in Theorem 3.1. Many of the ideas in this proof have already appeared in the warm-up section. However further technical issues stem from the fact that we manipulate general parity automata. Details for a number of proofs are relegated to Appendix A.

- Global hypothesis. In the whole section, $W$ stands for an objective that is half-positional over finite, $\varepsilon$-free Eve-games. These hypotheses will not necessarily be recalled in the statements of propositions.


### 5.2.1 Outline of the induction

Given a deterministic parity automaton recognising a half-positional objective, we will recursively define the preorders and equivalence relations making $\mathcal{A}$ a structured signature automaton. The base case consists in showing that the preorder $\leq_{0}$ given by the inclusion of residuals is total, and ensuring Item 4 of the definition for this preorder. For the recursion step, we suppose that we have a deterministic $(x-2)$-structured signature automaton $\mathcal{A}$ recognising $W$, for $x$ even, and we define preorders $\leq_{x-1}$ and $\leq_{x}$ over $\mathcal{A}$ as imposed by Items 2 and 3. Then, we apply a sequence of operations, after which we obtain an equivalent deterministic automaton, that is either $x$-structured signature, or has strictly less states than $\mathcal{A}$. In the first case, we continue to define preorders $\leq_{x+1}$ and $\leq_{x+2}$; in the second case, we restart the structuration procedure from the beginning, with a strictly smaller automaton. In both cases, we conclude by induction.

We conjecture that we can sequentially obtain all the preorders, without having to restart the construction at each step. However, we have not been able to overcome some technical difficulties preventing us to do so. We refer to the final subsection of Appendix A for more details.

We give a more detailed account on the specific operations we apply to obtain the different items of the definition of a structured signature automaton and their order:
i) Relation $\sim_{x-1}$ and safe centralisation. We define $\sim_{x-1}$, as determined by Item 2 . Applying a generalisation of the procedure from [AK22], we ( $<x$ )-safe centralise $\mathcal{A}$, obtaining an equivalent automaton satisfying Item 6. The resulting automaton is no
longer deterministic, but it is history-deterministic and has a very restricted and controlled amount of non-determinism.
ii) Total order in safe components. We prove that the states of each $(<x)$-safe component are totally ordered by inclusion of $(<x)$-safe languages (for which we rely on the safe centralisation hypothesis). This shows that the preorder $\leq_{x}$ given by the inclusion of safe languages (Item 3) is total.
iii) Re-determinisation. We determinise automaton $\mathcal{A}$, while preserving previously obtained properties. For this, the fact that $\leq_{x}$ is total will be key.
iv) Uniformity of $x$-transitions. Finally, we show that either $\mathcal{A}$ already satisfies Items 4 and 5 , or we can trim the automaton to an equivalent strictly smaller one.

Moreover, we show that all these transformations can be performed in polynomial time. This establishes that an objective $W$ that is half-positional over finite, $\varepsilon$-free Eve-games can be recognised by a deterministic structured signature automaton. At the end of the section, we show that such an automaton must be fully progress consistent (Lemma 5.23).

### 5.2.2 Constructing structured signature automata for half-positional languages

Let $\mathcal{A}=\left(Q, \Sigma, q_{\text {init }},\left[0, d_{\max }\right], \Delta\right.$, parity $)$ be a deterministic parity automaton recognising $W$, and suppose that $W$ is half-positional over finite, $\varepsilon$-free Eve-games. We assume that $\mathcal{A}$ is in normal form.

In this subsection, we will apply successive transformations to the automaton $\mathcal{A}$, ensuring an increasing list of properties. At the beginning of each paragraph, we clearly state the properties that are assumed. We allow ourselves to omit these hypotheses in the statements of propositions inside the paragraphs.

## Base case: Preorder $\leq_{0}$.

We define $q \leq_{0} p$ if $\mathcal{L}\left(\mathcal{A}_{q}\right) \subseteq \mathcal{L}\left(\mathcal{A}_{p}\right)$, as imposed by Item 1 . In Lemma 4.1, we showed that half-positionality of $W$ implies that this order is total. However, in our proof we used infinite, and not necessarily $\varepsilon$-free games. It is not difficult to modify the proof to adapt to this set of minimal hypotheses, using $\omega$-regularity of $W$. We give all details in Appendix A (Lemma A.9). Items 2, 3, and 6 are trivially satisfied. Therefore, it suffices to show that we can obtain an automaton such that $\sim_{0}$ is a strong congruence for transitions producing priority 0 (Item 4 ), and that $\sim_{0}$-equivalent states can be connected by paths producing priority $>x$ (Item 5). For this, we apply exactly the same method presented in Section 4.3: we obtain a polished automaton and show that it satisfies the desired properties. This proof will be covered in the recursive step; the case $x=0$ does not present any particularity.

Moving on to the inductive step, for the rest of the subsection, we let $x$ be an even priority such that $2<x \leq d_{\max }$ and assume that $\mathcal{A}$ is a deterministic $(x-2)$-structured signature automaton.

## Safe centrality and relation $\sim_{x-1}$.

We say that an automaton with a preorder $\leq_{x-2}$ is $(<x)$-safe centralised if $\sim_{x-2}$-equivalent states that are comparable for the inclusion of $(<x)$-safe languages are in the same $(<x)$-safe component.

- Remark 5.15. For automata in normal form $(<x)$-safe centrality can be stated as: if $q \sim_{x-2} p$ and there is no $(<x)$-safe path connecting $q$ and $p$, then $\operatorname{Safe}_{<x}(q) \nsubseteq \operatorname{Safe}_{<x}(p)$.
$\rightarrow$ Lemma 5.16 ( $(<x)$-safe centralisation). There exists a $(x-2)$-structured signature automaton $\mathcal{A}^{\prime}$ equivalent to $\mathcal{A}$ which is:
- deterministic over transitions with priority different from $x-1$,
- homogeneous,
- history-deterministic, and
- $(<x)$-safe centralised.

Moreover, $\mathcal{A}^{\prime}$ can be obtained in polynomial time from $\mathcal{A}$ and $\left|\mathcal{A}^{\prime}\right| \leq|\mathcal{A}|$.
Lemma 5.16.
The proof of this lemma is a refinement of the corresponding result for coBüchi automata presented in the warm-up (Lemma 4.27): we saturate $\sim_{x-2}$-classes of the original automaton $\mathcal{A}$ with ( $x-1$ )-transitions, and then remove redundant $(<x)$-safe components recursively until obtaining a $(<x)$-safe centralised automaton. We include all details in Appendix A (page 78).

Lemma 5.16 allows us to define $\sim_{x-1}$ satisfying all required properties: for $q \sim_{x-2} p$, we define $q \leq_{x-1} p$ if and only if $q \in S_{i}^{<x}$ and $p \in S_{j}^{<x}$ with $i \leq j$, where $S_{i}^{<x}$ are the $(<x)$-safe components of $\mathcal{A}$ enumerated following the order described in Section 5.1. By definition, Item 2 is satisfied, and by $(<x)$-safe centralisation of $\mathcal{A}$, so is Item 6 .

## Preorder $\leq_{x}$ : Total order given by safe languages

In all this paragraph we assume that $\mathcal{A}$ is an automaton as obtained in the previous paragraph, that is: it has nested preorders defined up to $\leq_{x-1}$ making it a $(x-2)$-structured signature automaton and satisfying Items 2 and 6 for relation $\sim_{x-1}$. Moreover, it is historydeterministic, homogeneous, and the only non-determinism of $\mathcal{A}$ appears in $(x-1)$-transitions.

We define preorder $\leq_{x}$ as imposed by Item 3 :

$$
q \leq_{x} p \Longleftrightarrow q<_{x-1} p \text { or }\left[q \sim_{x-1} p \text { and } \operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}(p)\right]
$$

and recall that it follows that $q \sim_{x} p$ if and only if $q \sim_{x-1} p$ and there is a $(<x)$-safe path from $q$ to $p$.

- Remark 5.17. Using Item 4 for priorities $y \leq x-2$ and Lemma 5.11 for transitions with priority $\geq x$, we get that relation $\sim_{x}$ is a congruence for transitions with a priority different from $x-1$. Moreover, over each $\sim_{x-1}$-class, transitions with priority $\geq x$ are monotone for $\leq{ }_{x}$.

Our objective is now to show that $\leq_{x}$ is total over each $\sim_{x-1}$-class. The proof of this statement uses the same ideas as the corresponding result from the warm-up (Lemma 4.30). In particular, the main technical point resides in proving that, for two states $q_{1} \not{ }_{x} q_{2}$, we can force to produce priority $x-1$ from $q_{1}$ while remaining $<x$-safe from $q_{2}$, and then resynchronise both paths in a same $\sim_{x}$-class. This result, stated in Lemma 5.19, is the analogue to Lemma 4.29 from the warm-up. For its proof we strongly rely on the $(<x)$-safe centralisation of $\mathcal{A}$ and the fine control of its non-determinism.

In the proofs of Lemmas 5.19 and 5.20 we will reason at the level of $\sim_{x}$-classes. As we only suppose that $\mathcal{A}$ is $(x-2)$-structured, we do not have the uniformity of $x$-transitions over $\sim_{x}$-classes yet. Lemma 5.18 below provides a weaker version of this uniformity that will suffice for the arguments in the upcoming lemmas.

We say that a word $w$ produces priority $y$ uniformly in a class $[q]_{x}$ if for every $q^{\prime} \in[q]_{x}$ all runs from $q^{\prime}$ are of the form $q^{\prime} \xrightarrow{w: y}$. In that case, we write $[q]_{x} \stackrel{w: y}{w: y}$. We say that such a word produces priority $x$ uniformly in $[q]_{x}$ leading to $[p]_{x}$ if for every $q^{\prime} \in[q]_{x}$ we have $q^{\prime} \xrightarrow{w: y} p^{\prime}$ with $p^{\prime} \in[p]_{x}$. In that case, we write $[q]_{x} \xrightarrow{w: y}[p]_{x}$.

We note that whenever $\mathcal{A}$ contains a path $q \xrightarrow[\sim]{w: \geq x} p$, a run over $w$ is unique, as $\mathcal{A}$ is homogeneous and its restriction to transitions coloured with priorities $\geq x$ is deterministic.

The proof of the next lemma combines normality of $\mathcal{A}$ with ideas appearing in the proof of Claim 4.13.1 from the warm-up; all the details can be found in Appendix A (page 89).

- Lemma 5.18 (Existence of uniform words). Let $p$ and $q$ be two states from the same $(<x)$ safe component. There is a word $w \in \Sigma^{*}$ producing priority $x$ uniformly in $[q]_{x}$ leading to ${ }_{[p]}^{x}$.

We next state the result that allows us to synchronise runs in a same $\sim_{x}$-class. Its proof is analogous to that of Lemma 4.29 and can be found in Appendix A.

We let r be a sound resolver for $\mathcal{A}$, and assume that all states can be reached by a run induced by this resolver. We recall that we write $q \underset{\forall}{w: y}, r$ if, for every word $u_{0} \in \Sigma^{*}$ such that the induced run of $r$ over $u_{0}$ arrives to $q$, the induced run of $r$ over $u_{0} w$ ends in $p$ and produces $y$ as minimal priority in the part of the run corresponding to $w$. Recall also that we write $[q]_{x} \underset{\sim}{w: y}, \mathrm{r}[p]_{x}$ if for any $q^{\prime} \in[q]_{x}$ we have $q^{\prime} \underbrace{w: y}_{\vec{v}, \mathrm{r}} p^{\prime}$ for some $p^{\prime} \in[p]_{x}$.

- Lemma 5.19 (Synchronisation of separating runs). Suppose that $q \sim_{x-1} q^{\prime}$ and $q \not \bigwedge_{x} q^{\prime}$ and let $p \in[q]_{x-1}$. There is a word $w \in \Sigma^{+}$such that $[q]_{x} \underbrace{w: x-1}_{\forall, \mathrm{r}}[p]_{x}$ and $\left[q^{\prime}\right]_{x} \xrightarrow[\underbrace{}]{w, x}, \mathrm{r}[p]_{x}$.

We can now deduce that $\leq_{x}$ is total over each $\sim_{x-1}$-class.

- Lemma 5.20 (Total order in ( $\left\langle x\right.$ )-safe components). Let $q, q^{\prime} \in Q$ be two states such that $q \sim_{x-1} q^{\prime}$. Then, either $q \leq_{x} q^{\prime}$ or $q^{\prime} \leq_{x} q$.

Proof. Suppose by contradiction that $\mathrm{Safe}_{<x}(q) \nsubseteq \mathrm{Safe}_{<x}\left(q^{\prime}\right)$ and $\mathrm{Safe}_{<x}\left(q^{\prime}\right) \nsubseteq \mathrm{Safe}_{<x}(q)$. Let $p$ be a state in $[q]_{x-1}=\left[q^{\prime}\right]_{x-1}$, and apply Lemma 5.18 to obtain words $u, u^{\prime} \in \Sigma^{*}$ such that $[p]_{x} \xrightarrow{u: x}[q]_{x}$ and $[p]_{x} \xrightarrow{u^{\prime}: x}\left[q^{\prime}\right]_{x}$.

By Lemma 5.19, there are words $w, w^{\prime} \in \Sigma^{\omega}$ such that:

$$
\begin{aligned}
& {[q]_{x} \underset{\forall, \mathrm{r}}{w: x}[p]_{x}, \quad[q]_{x} \underbrace{w^{\prime}}_{w^{\prime}: x-1}[p]_{x},} \\
& {\left[q^{\prime}\right]_{x} \underbrace{w: x-1}_{\forall, \mathrm{r}}[p]_{x}, \quad\left[q^{\prime}\right]_{x} \underbrace{w^{\prime}: x}_{\forall, \mathrm{r}}[p]_{x} .}
\end{aligned}
$$

The situation is analogous to the one depicted in Figure 13 in the warm-up. We obtain that:

- $\left(w^{\prime} u\right)^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right)$,
- $\left(w u^{\prime}\right)^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right)$,
- $\left(w u^{\prime} w^{\prime} u\right)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{q}\right)$.

Let $u_{0} \in \Sigma^{*}$ be a word such that the run induced by r over $u_{0}$ ends in $q$ (it exists, as we have supposed that all states are reachable using $r$ ). It suffices to consider the game where there is path labelled $u_{0}$ leading to a vertex controlled by Eve with two self loops; one of them producing $w^{\prime} u$ and the other $w u^{\prime}$. By the previous remarks, she can win such game by alternating both loops, but she cannot win positionally.

## Re-obtaining determinism

In this paragraph we assume that $\mathcal{A}$ is a parity automaton recognising $W$ equipped with nested total preorders defined up to $\leq_{x}$ with all properties obtained until now:

- it is a $(x-2)$-structured signature automaton,
- preorder $\leq_{x-1}$ satisfies properties from Items 2 and 6 from the definition of a structured signature automaton,
- preorder $\leq_{x}$ satisfies the property from Item 3 from the definition of a structured signature automaton,
- it is deterministic over transitions with priorities different from $x-1$,
- it is homogeneous, and
- it is history-deterministic.

We claim that we can obtain a deterministic equivalent automaton preserving the entire structure of total preorders. Moreover, in the obtained automaton we guarantee that relation $\sim_{x}$ satisfies Item 4 from the definition of a structured signature automaton for priorities $y<x$.

- Lemma 5.21 (Re-determinisation). There is a deterministic parity automaton $\mathcal{A}^{\prime}$ equivalent to $\mathcal{A}$ with nested total preorders defined up to $\leq_{x}$ satisfying that:
- it is a $(x-2)$-structured signature automaton,
- preorder $\leq_{x-1}$ satisfies properties from Items 2 and 6 from the definition of a structured signature automaton, and
- preorder $\leq_{x}$ is a congruence and satisfies the property from Item 3 and, for priorities $y<x$, also that from Item 4 .

Moreover, automaton $\mathcal{A}^{\prime}$ can be computed in polynomial time from $\mathcal{A}$ and $\left|\mathcal{A}^{\prime}\right| \leq|\mathcal{A}|$.
The idea of the proof is a direct generalisation of the one presented in the warm-up for coBüchi automata (page 35): we redefine the $(x-1)$-transitions of the automaton in such a way that we ensure that a run that changes of $<x$-safe component infinitely often passes through all these components in a round-robin fashion. The total order $\leq_{x}$ allows us to identify a maximal state in each component, so we can make a deterministic choice. Formal details can be found in Appendix A (page 87).

## Uniformity of $x$-transitions over $\sim_{x}$-classes

We assume that $\mathcal{A}$ is a deterministic parity automaton recognising $W$ with nested total preorders defined up to $\leq_{x}$ satisfying all conditions stated in Lemma 5.21. The objective of this paragraph is to obtain the remaining properties of a $x$-structured signature automaton (Items 4 and 5).
$>$ Lemma 5.22 (Uniformity of $x$-transitions over $\sim_{x}$-classes). There is a deterministic parity automaton $\mathcal{A}^{\prime}$ equivalent to $\mathcal{A}$ such that either:

- $\mathcal{A}^{\prime}$ is an $x$-structured signature automaton with $\left|\mathcal{A}^{\prime}\right| \leq|\mathcal{A}|$, or
- $\left|\mathcal{A}^{\prime}\right|<|\mathcal{A}|$.

In both cases, such an automaton can be computed in polynomial time from $\mathcal{A}$.

The proof of this lemma generalises the techniques introduced in Section 4.3 of the warm-up. Details can be found in Appendix A (from page 89). We introduce the local automaton of a $\sim_{x}$-class $[q]_{x}$ : the automaton originated by keeping the states of $[q]_{x}$ and paths connecting them producing priorities $\geq x$. Using half-positionality and ideas analogous to those from Lemma 4.13, we show that these local automata admit a well-defined set of super letters, that is, there are letters that, if read infinitely often in such a local automaton, must produce an accepting word. These letters are exactly the ones carrying priority $x$ when read from $[q]_{x}$ in the final automaton $\mathcal{A}^{\prime}$.

To obtain the uniformity of $x$-transitions, we might need to simplify the automaton: we introduce $x$-polished automata, the target form of automata that will allow us to obtain uniformity of $x$-transitions. Using the existence of super letters, we show that we can polish automaton $\mathcal{A}$ by removing redundant parts of it. This operation might break the normal form of automaton $\mathcal{A},{ }^{7}$ but this is not a problem, since in any case it strictly decreases the number of states of the automaton, as desired.

This ends the induction step of the proof, establishing existence of a deterministic structured signature automaton recognising $W$.

### 5.2.3 Full progress consistency

We show that a structured signature automaton recognising a half-positional objective must be fully progress consistent. Since we showed how to obtain such a structured signature automaton in the previous section, this ends the proof of the implication $(1) \Longrightarrow$ (2) from Theorem 3.1.

- Lemma 5.23 (Necessity of full progress consistency). Let $W \subseteq \Sigma^{\omega}$ be half-positional over finite, $\varepsilon$-free Eve-games. Any structured signature automaton recognising $W$ is fully progress consistent.

Proof. Suppose by contradiction that $\mathcal{A}$ is a structured signature automaton for $W$ that is not fully progress consistent. By definition, for some priority $x$ even, there are $q<_{x} p$ and a word $w \in \Sigma^{*}$ such that $q \xrightarrow{w: \geq x} p$, but $w^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right)$. As $\sim_{x}$ is a [0, x]-faithful congruence, we can work with $\sim_{x}$-classes and write $[q]_{x} \xrightarrow{w: \geq x}[p]_{x}$. We study first the case $x>0$. By Lemma 5.19, there is a word $u \in \Sigma^{+}$such that $[q]_{x} \xrightarrow[\sim]{u: x-1}[q]_{x}$ and $[p]_{x} \xrightarrow[\sim]{u: x}[q]_{x}$. Let $u_{0} \in \Sigma^{+}$ be a word reaching $q$ from the initial state of $\mathcal{A} .{ }^{8}$ We obtain:

$$
\begin{aligned}
& -u_{0} w^{\omega} \notin W, \\
& =u_{0} u^{\omega} \notin W, \text { and } \\
& u_{0}(w u)^{\omega} \in W .
\end{aligned}
$$

We consider the game depicted in Figure 16. Eve can win from $v_{0}$ by alternating loops labelled $w$ and $u$ when the play arrives to $v_{\text {choice }}$. However, she cannot win positionally from $v_{0}$.

For the case $x=0$, the proof is almost identical to that of Lemma 4.6; we just need to ensure that the game in Figure 7 (page 23) can be supposed finite and $\varepsilon$-free. Finiteness of

[^6]

Figure 16 A game $\mathcal{G}$ in which Eve cannot play optimally using positional strategies if $\mathcal{A}$ is not fully progress consistent.
the game can be obtained by using ultimately periodic words. To guarantee that we do not include $\varepsilon$-transitions, if $u_{0}=\varepsilon$, we remove vertex $v_{0}$ from the game.

### 5.3 From signature automata to half-positionality through $\varepsilon$-complete automata

We now complete the proof of Theorem 3.1 by showing the two implications $(2) \Longrightarrow(3)$ and $(3) \Longrightarrow(4)$. The implication $(4) \Longrightarrow(5)$ follows from Proposition 2.3 (taken from [Ohl23]) and $(5) \Longrightarrow(1)$ is trivial.

### 5.3.1 $\varepsilon$-complete automata

We start with our crucial definition.

- Definition 5.24. An $\varepsilon$-complete automaton $\mathcal{A}$ is a non-deterministic parity automaton (with $\varepsilon$-transitions) with priorities ranging between 0 and $d+1$, where $d$ is even, such that
- the relations $\xrightarrow{\varepsilon: 1}, \xrightarrow{\varepsilon: 3}, \ldots, \xrightarrow{\varepsilon, d+1}$ all define total preorders, each refining the previous one; - for each even $x \in\{0,2, \ldots, d\}$, the relation $\xrightarrow{\varepsilon: x}$ is the strict variant of $\xrightarrow{\varepsilon: x+1}$ : for any $q, q^{\prime}$, it holds that $q \xrightarrow{\varepsilon: x} q^{\prime}$ if and only if $q^{\prime} \xrightarrow{\varepsilon: x+1} q$ does not hold.

We say that an automaton $\mathcal{A}$ (which will usually be taken deterministic) is $\varepsilon$-completable, if one may add $\varepsilon$-transitions to $\mathcal{A}$ so as to make it $\varepsilon$-complete, without augmenting the language. We say that the resulting (generally non-deterministic) automaton $\mathcal{A}^{\prime}$ is an $\varepsilon$ completion of $\mathcal{A}$; note that if $\mathcal{A}$ is deterministic, then $\mathcal{A}^{\prime}$ is history-deterministic (it is even determinisable by pruning). We refer to Figure 4 in Section 3 for an example.

### 5.3.2 From signature automata to $\varepsilon$-completable automata

We now prove the implication $(2) \Longrightarrow(3)$ from Theorem 3.1, which can be stated as follows.

- Lemma 5.25 (From (2) to (3) in Theorem 3.1). Let $\mathcal{A}$ be a fully progress consistent deterministic signature automaton. Then $\mathcal{A}$ is $\varepsilon$-completable.

We prove Lemma 5.25. We refer to the discussion at the end of Section 4.5 (Figure 15) for an example on the ideas of this proof. Let $\mathcal{A}$ be a fully progress consistent deterministic signature automaton with nested preorders $\leq_{0}, \leq_{1}, \ldots, \leq_{d}$ and let $W=\mathcal{L}(\mathcal{A})$. Consider the automaton $\mathcal{A}^{\prime}$ obtained from $\mathcal{A}$ by adding, for all even priorities $x \in[0, d]$, transitions $q \xrightarrow{\varepsilon: x+1} q^{\prime}$ whenever $q^{\prime} \leq_{x} q$ and $q \xrightarrow{\varepsilon: x} q^{\prime}$ whenever $q^{\prime}<_{x} q$. Note that $\mathcal{A}^{\prime}$ (potentially) has transitions with priorities up to $d+1$.

- Remark 5.26. Note that, for $x$ even, $q \xrightarrow{\varepsilon: \geq x} p$ in $\mathcal{A}^{\prime}$ entails $p \leq_{x} q$.

Since by definition, $q^{\prime}<_{x} q$ is the negation of $q \leq_{x} q^{\prime}$, it follows immediately that $\mathcal{A}^{\prime}$ is $\varepsilon$-complete. Moreover, as $\mathcal{A}$ is a subautomaton of $\mathcal{A}^{\prime}$, the inclusion $W \subseteq \mathcal{L}\left(\mathcal{A}^{\prime}\right)$ is trivial. The difficulty lies in showing that $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq W$.

- Remark 5.27. If $q \xrightarrow[\sim]{w: x} q$ is a cycle in $\mathcal{A}^{\prime}$ producing an even minimal priority, then $w$ is not composed exclusively of $\varepsilon$-letters.

For a priority $x$ (even or odd), we say that a transition $q \xrightarrow{\varepsilon} q^{\prime}$ in $\mathcal{A}^{\prime}$ is an $x$-jump if $q^{\prime}<_{x} q$. We remark that if $x^{\prime} \leq x$, an $x^{\prime}$-jump is an $x$-jump. We start with a useful technical lemma.

- Lemma 5.28. Fix a path $q^{\prime} \xrightarrow{w^{\prime}: \geq x} p^{\prime}$ in $\mathcal{A}^{\prime}$, with $x$ even, such that and consider a run $q \stackrel{w}{\rightarrow} p$ in $\mathcal{A}$, where $w$ is obtained from $w^{\prime}$ by removing $\varepsilon$-letters (where $p=q$ if $w^{\prime}$ is empty).
a) Assume that there is no $x$-jump on $q^{\prime} \stackrel{w^{\prime}: \geq x}{\rightarrow} p^{\prime}$ and that $q \sim_{x} q^{\prime}$. Then $p \sim_{x} p^{\prime}$ and $q \xrightarrow{w: \geq x} p$ in $\mathcal{A}$. Moreover, if $q^{\prime} \xrightarrow{w^{\prime}: x} p^{\prime}$, then $q \xrightarrow{w: x} p$ in $\mathcal{A}$.
b) Assume that there is no $(x-1)$-jump on $q^{\prime} \stackrel{w^{\prime}: \geq x}{\substack{m}} p^{\prime}$, that $q^{\prime} \sim_{x-1} q$ and $q^{\prime} \leq_{x} q$. Then $p^{\prime} \sim_{x-1} p, p^{\prime} \leq_{x} p$ and $q \xrightarrow{w: \geq x} p$ in $\mathcal{A}$.
c) We have that $p^{\prime} \leq_{x-1} q^{\prime}$.

Proof. In the two first cases we deal with the case of a letter and conclude by induction.
a) There are two possibilities, depending on whether the letter is $\varepsilon$ or not.
= Transition $q^{\prime} \xrightarrow{a: \geq x} p^{\prime}$ with $a \in \Sigma$. Then $[0, x]$-faithfulness of $\sim_{x}$ gives $p \sim_{x} p^{\prime}$ and $q \xrightarrow{a: \geq x} p$. Moreover if $q^{\prime} \xrightarrow{a: x} p^{\prime}$, then by [0, x]-faithfulness, $q \xrightarrow{a: x} p$.
= Transition $q^{\prime} \xrightarrow{\varepsilon: \geq x} p^{\prime}$. Then $p^{\prime} \leq_{x} q^{\prime}$ and since there is no $x$-jump, $p^{\prime} \sim_{x} q^{\prime}$. Thus $p=q \sim_{x} q^{\prime} \sim_{x} p^{\prime}$.
b) We distinguish the two same cases.
= Transition $q^{\prime} \xrightarrow{a: \geq x} p^{\prime}$ with $a \in \Sigma$. Then local monotonicity of ( $\geq x$ )-transitions in $\mathcal{A}$ yields $q \xrightarrow{a: \geq x} p$ in $\mathcal{A}$ with $p^{\prime} \leq_{x} p$. By Remark 5.7, $p^{\prime} \sim_{x-1} p$.
= Transition $q^{\prime} \xrightarrow{\varepsilon: \geq x} p^{\prime}$. This implies $p^{\prime} \leq_{x} q^{\prime}$ and since there is no ( $x-1$ )-jump, we have $p^{\prime} \sim_{x-1} q^{\prime}$. Thus we conclude that $p^{\prime} \leq_{x} q^{\prime} \leq_{x} q=p$ and $p=q \sim_{x-1} q^{\prime} \sim_{x-1} p^{\prime}$.
c) Suppose by contradiction that $p^{\prime}>_{x-1} q^{\prime}$, and let $q_{1}^{\prime}$ be the first state in the run such that $q^{\prime}<_{x-1} q_{1}^{\prime}$. We have:

$$
q^{\prime} \xrightarrow{w_{1}^{\prime}: \geq x} q_{2}^{\prime} \xrightarrow{a: \geq x} q_{1}^{\prime} \xrightarrow{w_{2}^{\prime}} p^{\prime},
$$

with $q_{2}^{\prime}<_{x-1} q_{1}^{\prime}$. As in particular $q_{2}^{\prime}<_{x} q_{1}^{\prime}, a \neq \varepsilon$ (Remark 5.26). However, this contradicts Item (III) from the definition of signature automaton.

We now state the key result for deriving Lemma 5.25.

- Lemma 5.29. Consider a cycle $q^{\prime} \xrightarrow{w^{\prime}: x} q^{\prime}$ in $\mathcal{A}^{\prime}$ with $x$ even, and let $w$ be obtained from $w^{\prime}$ by removing $\varepsilon$-letters. Then, $w^{\omega}$ is accepted from $q^{\prime}$ in $\mathcal{A}$.

Proof. We note that by Remark 5.27, $w$ is not empty. Let $y$ be minimal such that an $y$-jump appears on the path $q^{\prime} \xrightarrow{w^{\prime}: x} q^{\prime}$.

- If $y \geq x$. Then there is no $\xrightarrow{\varepsilon: x}$ transition on the path $q^{\prime} \xrightarrow{w^{\prime}: x} q^{\prime}$ (otherwise it would produce an $x$-jump). Thus Lemma 5.28.a proves $q^{\prime} \xrightarrow{w: x} q_{1}$ in $\mathcal{A}$ with $q_{1} \sim_{x} q^{\prime}$. Then, since the $\sim_{x}$-class is preserved, successive applications of Lemma 5.28.a give $q^{\prime} \xrightarrow{w: x}$ $q_{1} \xrightarrow{w: x} q_{2} \xrightarrow{u: x} q_{3} \xrightarrow{w: x} \ldots$ in $\mathcal{A}$, and thus $w^{\omega}$ is accepted from $q^{\prime}$ in $\mathcal{A}$.
- If $y<x$ and $y$ odd. We show that this case cannot happen. Let $p_{1}^{\prime} \xrightarrow{\mathcal{A}} p_{2}^{\prime}$ denote the first $y$-jump on the path $q^{\prime} \xrightarrow{w} q^{\prime}$ in $\mathcal{A}^{\prime}$, that is, we have

$$
q^{\prime} \xrightarrow{w_{1}^{\prime}:>y} p_{1}^{\prime} \xrightarrow{\varepsilon:>y} p_{2}^{\prime} \xrightarrow{w_{2}^{\prime}:>y} q^{\prime} \text { in } \mathcal{A}^{\prime}, \quad p_{2}^{\prime}<_{y} p_{1}^{\prime} .
$$

By Lemma 5.28.c, we have that $p_{1}^{\prime} \leq_{y} q^{\prime}$, so $p_{2}^{\prime}<_{y} q^{\prime}$. The existence of a path $p_{2}^{\prime} \xrightarrow{w_{2}^{\prime}: \geq y} q^{\prime}$ contradicts Lemma 5.28.c.

- If $y<x$ and $y$ even. Let $p_{1}^{\prime} \xrightarrow{\varepsilon} p_{2}^{\prime}$ denote the last $y$-jump on the path $q^{\prime} \xrightarrow{w} q^{\prime}$ in $\mathcal{A}^{\prime}$, that is, we have

$$
q^{\prime} \xrightarrow{w_{1}^{\prime}: \geq y} p_{1}^{\prime} \stackrel{\varepsilon: \geq y}{\longrightarrow} p_{2}^{\prime} \xrightarrow{w_{2}^{\prime}: \geq y} q^{\prime} \text { in } \mathcal{A}^{\prime}, \quad p_{2}^{\prime}<_{y} p_{1}^{\prime},
$$

and there is no $y$-jump on $p_{2}^{\prime} \xrightarrow{w_{2}} q^{\prime}$. We let $w_{1}, w_{2}$ be obtained, respectively, from $w_{1}^{\prime}$ and $w_{2}^{\prime}$ by removing $\varepsilon$ 's. By Lemma 5.28 .a, we get that $p_{2}^{\prime} \xrightarrow{w_{2}: \geq y} q$ in $\mathcal{A}$ for some $q \sim_{y} q^{\prime}$. As there is no $(y-1)$-jump in the path, by Lemma 5.28 .b, we get that $q \xrightarrow{w_{1}: \geq y} p_{1}$ in $\mathcal{A}$ for $p_{2}^{\prime}<_{y} p_{1}^{\prime} \leq_{y} p_{1}$. See Figure 17 for an illustration of the situation.


Figure 17 Situation in the third case of Lemma 5.29. Dashed lines represent paths in $\mathcal{A}^{\prime}$ and solid lines those in $\mathcal{A}$. States that are $\sim_{y}$-equivalent are encircled together.

All in all, we have obtained a path

$$
p_{2}^{\prime} \xrightarrow{w_{2}: \geq y} q \xrightarrow[\sim]{w_{1}: \geq y} p_{1}>_{y} p_{2}^{\prime} \quad \text { in } \mathcal{A} .
$$

Therefore, full progress consistency yields $\left(w_{2} w_{1}\right)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{p_{2}^{\prime}}\right)$. As $\mathcal{L}\left(\mathcal{A}_{p_{2}^{\prime}}\right) \subseteq \mathcal{L}\left(\mathcal{A}_{q^{\prime}}\right)=$ $\mathcal{L}\left(\mathcal{A}_{q}\right)$, we conclude that $w^{\omega}=\left(w_{1} w_{2}\right)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{q}\right)$.

We are now ready conclude the proof of Lemma 5.25.
Proof of Lemma 5.25. As mentioned above, the inclusion $W \subseteq \mathcal{L}\left(\mathcal{A}^{\prime}\right)$ is trivial, as $\mathcal{A}$ is a subautomaton of $\mathcal{A}^{\prime}$. This shows that, if the converse inclusion holds, $\mathcal{A}^{\prime}$ is determinisable by pruning and therefore it is also history-deterministic.

We show $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq W$. Take an accepting run in $\mathcal{A}^{\prime}$ over $w^{\prime} \in \Sigma^{\omega}$ and decompose it as:

$$
q_{0} \xrightarrow{w_{0}^{\prime}} q^{\prime} \xrightarrow{w_{1}^{\prime}: x} q^{\prime} \xrightarrow{w_{2}^{\prime}: x} q^{\prime} \xrightarrow{w_{3}^{\prime}: x} \cdots,
$$

where $x$ is even. For each $i$, let $w_{i}$ be obtained from $w_{i}^{\prime}$ by removing $\varepsilon$ 's (which is non-empty by Remark 5.27), and consider the corresponding run in $\mathcal{A}$ :

$$
q_{0} \xrightarrow{w_{0}} q_{1} \xrightarrow{w_{1}} q_{2} \xrightarrow{w_{2}} q_{3} \xrightarrow{w_{3}} \cdots,
$$

It follows by induction that $q^{\prime} \leq_{0} q_{i}$, so, as order $\leq_{0}$ refines the order of residuals (property (I) of a signature automaton), words that are accepted from $q^{\prime}$ in $\mathcal{A}$ are also accepted from $q_{i}$. By Lemma 5.29, it holds that for each pair of indices $j \leq j^{\prime}$ we have $\left(w_{j} w_{j+1} \ldots w_{j^{\prime}}\right)^{\omega} \in q^{-1} W$, so these words are also accepted from $q_{i}$, for all $i$.

Let $i_{1}, i_{2}, \ldots$ be a sequence of indices such that $q_{i_{j}}=q_{i_{j+1}}$ for all $j$, and let $\tilde{q}=q_{i_{1}}$ be such recurring state. Each word $w_{i_{j}} \ldots w_{i_{j+1}}$ forms a cycle over $\tilde{q}$, that, by the previous remark, must be accepting, so the minimal priority produced on it is even. Therefore, we have found a decomposition of the run over $w$ in $\mathcal{A}$ of the form

$$
q_{0} \xrightarrow{w_{0} w_{1} \ldots} \tilde{q} \xrightarrow{w_{i_{1}} \ldots w_{i_{2}}: x_{1}} \tilde{\sim} \tilde{q} \xrightarrow{w_{i_{2}} \ldots w_{i_{3}}: x_{2}} \rightarrow \cdots,
$$

with all $x_{i}$ even. We conclude that $w_{0} w_{1} \cdots \in W$.

### 5.3.3 Universal graphs from $\varepsilon$-complete automata

We now move on to implication $(3) \Longrightarrow(4)$ in Theorem 3.1. We even prove a stronger result: history-determinism is sufficient here.

- Proposition 5.30 (Implies $(3) \Longrightarrow(4)$ in Theorem 3.1). If there is a $\varepsilon$-complete historydeterministic automaton recognising $W$, then there is a well-ordered monotone $(\kappa, W)$ universal graph for each cardinal $\kappa$.

For the rest of the section, we let $\mathcal{A}$ be an $\varepsilon$-complete history-deterministic automaton recognising $W$, and we let $d$ be even such that $\mathcal{A}$ has priorities up to $d+1$, as in the above section.

## Closure of an $\varepsilon$-complete automaton

We define the order $\preccurlyeq$ over priorities in $[0, d+1]$ that sets $y \preccurlyeq x$ if $x$ is "preferable" to $y$, that is: $1 \preccurlyeq 3 \preccurlyeq \ldots \preccurlyeq d+1 \preccurlyeq d \preccurlyeq \ldots \preccurlyeq 2 \preccurlyeq 0$.

- Remark 5.31. For any pair of infinite words $w, w^{\prime} \in[0, d+1]^{\omega}$ satisfying that for all $i$ $w_{i} \preccurlyeq w_{i}^{\prime}$, it holds that:

$$
w \in \operatorname{parity}_{[0, d+1]} \Longrightarrow w^{\prime} \in \operatorname{parity}_{[0, d+1]} .
$$

We say that an automaton $\mathcal{A}$ is priority-closed if:

- for any states $q, q^{\prime}$, priorities $y^{\prime} \preccurlyeq y$, and $a \in \Sigma \cup\{\varepsilon\}$

$$
q \xrightarrow{a: y} q^{\prime} \Longrightarrow q \xrightarrow{a: y^{\prime}} q^{\prime}
$$

- for any states $p, p^{\prime}, q, q^{\prime}$ and $a \in \Sigma \cup\{\varepsilon\}$,

$$
p \xrightarrow{\varepsilon: y_{1}} q \xrightarrow{a: y_{2}} q^{\prime} \xrightarrow{\varepsilon: y_{3}} p^{\prime} \Longrightarrow p \xrightarrow{a: \mathrm{min}_{\preccurlyeq}\left(y_{1}, y_{2}, y_{3}\right)} p^{\prime} .
$$

It is easy to turn any automaton into a priority-closed one.

- Lemma 5.32. Let $\mathcal{A}$ be an automaton recognising $W$. There is an automaton $\mathcal{A}^{\prime}$ recognising $W$ which is priority-closed. Moreover, if $\mathcal{A}$ is history-deterministic and $\varepsilon$-complete, then so is $\mathcal{A}^{\prime}$.
Proof. Let $\mathcal{A}^{\prime}$ be obtained by adding to $\mathcal{A}$ all transitions of the form $q \xrightarrow{a: y^{\prime}} q^{\prime}$, when $q \xrightarrow{a: y} q^{\prime}$ is a transition in $\mathcal{A}$ and $y^{\prime} \preccurlyeq y$, and all transitions of the form $p \xrightarrow{a: \min _{\preccurlyeq}\left(y_{1}, y_{2}, y_{3}\right)} p^{\prime}$, whenever a path $p \xrightarrow{\varepsilon: y_{1}} q \xrightarrow{a: y_{2}} q^{\prime} \xrightarrow{\varepsilon: y_{3}} p^{\prime}$ appears in $\mathcal{A}$. Clearly, $\mathcal{A}^{\prime}$ is priority-closed, $\mathcal{L}(\mathcal{A}) \subseteq \mathcal{L}\left(\mathcal{A}^{\prime}\right)$ and if $\mathcal{A}$ is $\varepsilon$-complete, then so is $\mathcal{A}^{\prime}$. The fact that this operation preserves history-determinism is also clear, once the equality of languages is obtained. To prove that $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq \mathcal{L}(\mathcal{A})$, take an accepting run over $w \in \Sigma^{\omega}$ in $\mathcal{A}^{\prime}$. We build a run over $w$ in $\mathcal{A}$ by replacing any newly added transition $q \xrightarrow{a: y^{\prime}} q^{\prime}$ by $q \xrightarrow{a: y} q^{\prime}$, and $p \xrightarrow{a: \min _{\preccurlyeq}\left(y_{1}, y_{2}, y_{3}\right)} p^{\prime}$ by $p \xrightarrow{\varepsilon: y_{1}} q \xrightarrow{a: y_{2}} q^{\prime} \xrightarrow{\varepsilon: y_{3}} p^{\prime}$, respectively. By Remark 5.31, the obtained run is accepting in $\mathcal{A}$.

In a priority-closed automaton, for each priority $y$, transitions $\xrightarrow{\varepsilon: y}$ define a transitive relation. If the automaton is moreover $\varepsilon$-complete, then for each even priority $x$, transitions of the form $\xrightarrow{\varepsilon: x+1}$ define total preorders.

We define $q \geq_{x} q^{\prime}$ if $q \xrightarrow{\varepsilon: x+1} q^{\prime}$. Note that, since $\mathcal{A}$ is priority-closed, these preorders are nested: $q \geq_{x+2} q^{\prime}$ implies $q \geq_{x} q^{\prime}$. Moreover, since $\mathcal{A}$ is $\varepsilon$-complete, for any even $x$ :

$$
q>_{x} q^{\prime} \Longrightarrow q \xrightarrow{\varepsilon: x} q^{\prime}
$$

Finally, observe that, by priority-closure, states $q, q^{\prime}$ that are $\leq_{d}$-equivalent have exactly the same incoming and outgoing transitions, and can thus be merged without altering the language (this transformation preserves history-determinism). Therefore, we may assume that $\leq_{d}$ is antisymmetric and thus defines a total order on $Q$.

We write $[q]_{x}$ to denote the equivalence class of $q$ associated to preorder $\leq_{x}$. That is, $[q]_{x}$ contains the states $q^{\prime}$ such that $q \leq_{x} q^{\prime}$ and $q^{\prime} \leq_{x} q$.

## Definition of the graph

For the remainder of the section, we fix a cardinal $\kappa$. Let us first recall the construction of the ( $\kappa$, parity)-universal graph $U_{\text {parity }}$ for the parity objective over $\{0, \ldots, d+1\}$ (see Example 2.5 for a proof of universality). Its vertices are of the form $\left(\lambda_{1}, \lambda_{3}, \ldots, \lambda_{d+1}\right) \in \kappa^{d / 2+1}$, ordered lexicographically, and its edges are given by

$$
\left(\lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{x}\left(\lambda_{1}^{\prime}, \ldots, \lambda_{d+1}^{\prime}\right) \Longleftrightarrow \begin{cases}\left(\lambda_{1}^{\prime}, \ldots, \lambda_{x-1}^{\prime}\right) \leq\left(\lambda_{1}, \ldots, \lambda_{x-1}\right), & \text { if } x \text { is even } \\ \left(\lambda_{1}^{\prime}, \ldots, \lambda_{x}^{\prime}\right)<\left(\lambda_{1}, \ldots, \lambda_{x}\right), & \text { otherwise }\end{cases}
$$

Fix a priority-closed $\varepsilon$-complete and history-deterministic automaton $\mathcal{A}$ with states $Q$ such that $\leq_{d}$ defines a total order on $Q$.

We define a $\Sigma$-graph $U_{\mathcal{A}}$ as follows. Vertices of $U_{\mathcal{A}}$ are the tuples $v=\left(q, \lambda_{1}, \lambda_{3}, \ldots, \lambda_{d+1}\right) \in$ $Q \times \kappa^{d / 2+1}$. We associate to each such vertex the extended tuple

$$
\operatorname{ext}(v)=\left([q]_{0}, \lambda_{1},[q]_{2}, \lambda_{3}, \ldots,[q]_{d-1}, \lambda_{d+1}\right)
$$

We use it to define the total order: $v \leq v^{\prime}$ if $\operatorname{ext}(v)$ is smaller than $\operatorname{ext}\left(v^{\prime}\right)$ for the lexicographic order. This is therefore a well-order. Edges in $U_{\mathcal{A}}$ are given by:
$\left(q, \lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{a}\left(q^{\prime}, \lambda_{1}, \ldots, \lambda_{d+1}\right) \Longleftrightarrow \exists y\left\{\begin{array}{l}q \xrightarrow{a: y} q^{\prime} \text { in } \mathcal{A}, \text { and } \\ \left(\lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{y}\left(\lambda_{1}^{\prime}, \ldots, \lambda_{d+1}\right) \text { in } U_{\text {parity }} .\end{array}\right.$
Paths in $U_{\mathcal{A}}$ are well-behaved with respect to $W$, as stated below.

- Lemma 5.33. Let $\left(q, \lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{w}$ be an infinite path in $U_{\mathcal{A}}$. Then, $w \in q^{-1} W$.

Proof. Consider a path

$$
\left(q^{0}, \lambda_{1}^{0}, \ldots, \lambda_{d+1}^{0}\right) \xrightarrow{w_{0}}\left(q^{1}, \lambda_{1}^{1}, \ldots, \lambda_{d+1}^{1}\right) \xrightarrow{w_{1}} \ldots \text { in } U_{\mathcal{A}} .
$$

By definition, there are priorities $y_{0}, y_{1}, \ldots$ such that

$$
q^{0} \xrightarrow{w_{0}: y_{0}} q^{1} \xrightarrow{w_{1}: y_{1}} \ldots \text { in } \mathcal{A}, \text { and }\left(\lambda_{1}^{0}, \ldots, \lambda_{d+1}^{0}\right) \xrightarrow{y_{0}}\left(\lambda_{1}^{1}, \ldots, \lambda_{d+1}^{1}\right) \xrightarrow{y_{1}} \ldots \text { in } U_{\text {parity }} .
$$

Since vertices in $U_{\text {parity }}$ satisfy the parity objective, $\lim \inf \left(y_{0} y_{1} \ldots\right)$ is even, thus the above run in $\mathcal{A}$ is accepting, and so $w_{0} w_{1} \cdots \in\left(q^{0}\right)^{-1} W$.

## Monotonicity

Monotonicity of $U_{\mathcal{A}}$ follows from the structural assumptions over $\mathcal{A}$.

- Lemma 5.34. The graph $U_{\mathcal{A}}$ is monotone.

Proof. Let

$$
\left(q, \lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{a}\left(q^{\prime}, \lambda_{1}^{\prime}, \ldots, \lambda_{d+1}^{\prime}\right)>\left(q^{\prime \prime}, \lambda_{1}^{\prime \prime}, \ldots, \lambda_{d+1}^{\prime \prime}\right) \text { in } U_{\mathcal{A}}
$$

We aim to prove that $\left(q, \lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{a}\left(q^{\prime \prime}, \lambda_{1}^{\prime \prime}, \ldots, \lambda_{d+1}^{\prime \prime}\right)$ in $U_{\mathcal{A}}$. By definition of the transitions of $U_{\mathcal{A}}$, there is a priority $y$ such that $q \xrightarrow{a: y} q^{\prime}$ in $\mathcal{A}$ and $\left(\lambda_{0}, \ldots, \lambda_{d+1}\right) \xrightarrow{y}$ $\left(\lambda_{0}^{\prime}, \ldots, \lambda_{d+1}^{\prime}\right)$ in $U_{\text {parity. }}$. We remark that, by definition of the order in $U_{\mathcal{A}}$, we have that $\left(\left[q^{\prime \prime}\right]_{0}, \lambda_{1}^{\prime \prime}, \ldots, \lambda_{y-1}^{\prime \prime},\left[q^{\prime \prime}\right]_{y}\right) \leq\left(\left[q^{\prime}\right]_{0}, \lambda_{1}^{\prime}, \ldots, \lambda_{y-1}^{\prime},\left[q^{\prime}\right]_{y}\right)$ (for $y$ even, similar if $y$ odd). We distinguish four cases:

- If $y$ is even and $\left(\left[q^{\prime}\right]_{0}, \lambda_{1}^{\prime}, \ldots, \lambda_{y-1}^{\prime},\left[q^{\prime}\right]_{y}\right)=\left(\left[q^{\prime \prime}\right]_{0}, \lambda_{1}^{\prime \prime}, \ldots, \lambda_{y-1}^{\prime \prime},\left[q^{\prime \prime}\right]_{y}\right)$. Then in $\mathcal{A}, q \xrightarrow{a: y}$ $q^{\prime} \xrightarrow{\varepsilon: y+1} q^{\prime \prime}$ thus $q \xrightarrow{a: y} q^{\prime \prime}$, and in $U_{\mathcal{A}},\left(\lambda_{1}, \ldots, \lambda_{y-1}\right) \geq\left(\lambda_{1}^{\prime}, \ldots, \lambda_{y-1}^{\prime}\right)=\left(\lambda_{1}^{\prime \prime}, \ldots, \lambda_{y-1}^{\prime \prime}\right)$, which concludes.
- If $y$ is odd and $\left(\left[q^{\prime}\right]_{0}, \lambda_{1}^{\prime}, \ldots,\left[q^{\prime}\right]_{y-1}, \lambda_{y}^{\prime}\right)=\left(\left[q^{\prime \prime}\right]_{0}, \lambda_{1}^{\prime \prime}, \ldots,\left[q^{\prime \prime}\right]_{y-1}, \lambda_{y}^{\prime \prime}\right)$. Then, in $\mathcal{A}, q \xrightarrow{a: y}$ $q^{\prime} \xrightarrow{\varepsilon: y} q^{\prime \prime}$ thus $q \xrightarrow{a: y} q^{\prime \prime}$, and in $U_{\mathcal{A}},\left(\lambda_{1}, \ldots, \lambda_{y}\right)>\left(\lambda_{1}^{\prime}, \ldots, \lambda_{y}^{\prime}\right)=\left(\lambda_{1}^{\prime \prime}, \ldots, \lambda_{y}^{\prime \prime}\right)$ which concludes.
- If for some even $x \leq y$ it holds that $\left(\left[q^{\prime}\right]_{0}, \lambda_{1}^{\prime},\left[q^{\prime}\right]_{2}, \ldots, \lambda_{x-1}^{\prime}\right)=\left(\left[q^{\prime \prime}\right]_{0}, \lambda_{1}^{\prime \prime},\left[q^{\prime}\right]_{2}, \ldots, \lambda_{x-1}^{\prime \prime}\right)$ and $\left[q^{\prime \prime}\right]_{x}<\left[q^{\prime}\right]_{x}$. Then in $\mathcal{A}, q \xrightarrow{a: y} q^{\prime} \xrightarrow{\varepsilon: x} q^{\prime \prime}$ thus $q \xrightarrow{a: x} q^{\prime \prime}$ and in $U_{\mathcal{A}},\left(\lambda_{1}, \ldots, \lambda_{x-1}\right) \geq$ $\left(\lambda_{1}^{\prime}, \ldots, \lambda_{x-1}^{\prime}\right)=\left(\lambda_{1}^{\prime \prime}, \ldots, \lambda_{x-1}^{\prime \prime}\right)$ thus $\left(\lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{x}\left(\lambda_{1}^{\prime \prime}, \ldots, \lambda_{d+1}^{\prime \prime}\right)$ which concludes.
- If for some even $x<y$ it holds that $\left(\left[q^{\prime}\right]_{0}, \lambda_{1}^{\prime}, \ldots,\left[q^{\prime}\right]_{x}\right)=\left(\left[q^{\prime \prime}\right]_{0}, \lambda_{1}^{\prime \prime}, \ldots,\left[q^{\prime \prime}\right]_{x}\right)$ and $\lambda_{x+1}^{\prime}>\lambda_{x+1}^{\prime \prime}$. Then, in $\mathcal{A}, q \xrightarrow{a: y} q^{\prime} \xrightarrow{\varepsilon: x+1} q^{\prime \prime}$ thus $q \xrightarrow{a: x+1} q^{\prime \prime}$ and in $U_{\mathcal{A}},\left(\lambda_{1}, \ldots, \lambda_{x+1}\right) \geq$ $\left(\lambda_{1}^{\prime}, \ldots, \lambda_{x+1}^{\prime}\right)>\left(\lambda_{1}^{\prime \prime}, \ldots, \lambda_{x+1}^{\prime \prime}\right)$ thus $\left(\lambda_{1}, \ldots, \lambda_{d+1}\right) \xrightarrow{x+1}\left(\lambda_{1}^{\prime \prime}, \ldots, \lambda_{d+1}^{\prime \prime}\right)$ which concludes. The other implication $v>v^{\prime} \xrightarrow{a} v^{\prime \prime} \Longrightarrow v \xrightarrow{a} v^{\prime \prime}$ in $U_{\mathcal{A}}$ follows exactly the same lines.


## Universality of $U_{\mathcal{A}}$

To prove Proposition 5.30, there remains to establish universality of $U_{\mathcal{A}}$, which follows easily from history-determinism of $\mathcal{A}$ and universality of $U_{\text {parity }}$.

- Lemma 5.35. The graph $U_{\mathcal{A}}^{\top}$ is $(\kappa, W)$-universal.

Proof. We show universality for trees of $U_{\mathcal{A}}$ and conclude by Lemma 2.4. Let $T$ be a $\Sigma$-tree of size $<\kappa$ that satisfies $W$. Let $r$ be a sound resolver for $\mathcal{A}$. We define in a top-down fashion a labelling $\mathrm{r}_{T}: T \rightarrow Q$ such that, if $w_{1} w_{2} \ldots w_{k}$ is the labelling of the path from the root to a vertex $t$, then $r_{T}(t)$ is the target state of the run induced by $r$ in $\mathcal{A}$. In particular, $t \xrightarrow{a} t^{\prime}$ in $T$ implies that $\mathbf{r}_{T}(t) \xrightarrow{a: x} \mathbf{r}_{T}\left(t^{\prime}\right)$ in $\mathcal{A}$ for some priority $x$, and, on each infinite branch $t_{0} \xrightarrow{a_{0}} t_{1} \xrightarrow{a_{1}} \ldots$, the run $\mathbf{r}_{T}\left(t_{0}\right) \xrightarrow{a_{0}: x_{0}} \mathbf{r}_{T}\left(t_{1}\right) \xrightarrow{a_{1}: x_{1}} \ldots$ is accepting in $\mathcal{A}$. Stated differently, the $[0, d+1]$-tree $T_{\text {parity }}$ obtained from $T$ by replacing each edge $t \xrightarrow{a} t^{\prime}$ with the corresponding edge $t \xrightarrow{x} t^{\prime}$ such that $\mathbf{r}_{T}(t) \xrightarrow{a: x} \mathbf{r}_{T}\left(t^{\prime}\right)$, satisfies the parity objective.

By ( $\kappa$, parity)-universality of $U_{\text {parity }}$, there exists a morphism $\phi_{\text {parity }}: T_{\text {parity }} \rightarrow U_{\text {parity }}$. As $T_{\text {parity }}$ has the same set of vertices than $T, \phi_{\text {parity }}$ defines a mapping from $T$ to $U_{\text {parity }}$. We consider the product mapping $\phi=\mathrm{r}_{T} \times \phi_{\text {parity }}: T \rightarrow U_{\mathcal{A}}$ that sends $t \mapsto\left(\mathrm{r}_{T}(t), \phi_{\text {parity }}(t)\right)$. It defines a morphism, as for any edge $t \xrightarrow{a} t^{\prime}$ in $T$ it holds that, for some $x, \mathbf{r}_{T}(t) \xrightarrow{a: x} \mathbf{r}_{T}\left(t^{\prime}\right)$ in $\mathcal{A}$ and $\phi_{\text {parity }}(t) \xrightarrow{x} \phi_{\text {parity }}\left(t^{\prime}\right)$ in $U_{\mathcal{A}}$.

This completes the proofs of the implications $(2) \Longrightarrow(3) \Longrightarrow(4)$ from Theorem 3.1, providing a characterisation of half-positionality for $\omega$-regular languages.

## 6 Two decision procedures

We now establish decidability of half-positionality of $\omega$-regular languages in polynomial time, stated as Theorem 3.3. We propose two decision procedures.

The first one follows our proof of Theorem 3.1 and attempts to build a deterministic signature automaton from a given deterministic parity automaton. We believe that the techniques used in such a procedure may prove interesting also in other contexts (see conclusion in Section 9.3).

The second procedure is simpler to describe: we give a direct proof that any (nondeterministic) automata recognising a half-positional language is $\varepsilon$-completable. However, the proof itself relies on Theorem 3.1, and more specifically its consequence Theorem 3.5 about the closure under union.

### 6.1 Procedure 1: Recursive decomposition

The first decision procedure we present consists in, given a deterministic parity automaton $\mathcal{A}$, applying the construction from Section 5.2 to decide whether $W=\mathcal{L}(\mathcal{A})$ is half-positional. The general idea is simply to go through that construction, either ending up with a failure indicating that $W$ is not positional, or with a deterministic structured signature automaton. If such an automaton is successfully obtained, it suffices to check full progress consistency, which can be done in polynomial time, as explained below.

## Complexity of building a signature automata

Most proofs have been already given in Section 5.2; we also require the following easy lemma.

- Lemma 6.1. Let $\mathcal{A}$ be a parity automaton and $x$ a priority. Assume that $\mathcal{A}$ is deterministic over $\geq x$-transitions. Given two states $q, p$ in $\mathcal{A}$, we can decide in polynomial time whether $\mathrm{Safe}_{<x}(q) \subseteq \mathrm{Safe}_{<x}(p)$.

We now detail the polynomial-time procedure. Let $\mathcal{A}$ be a deterministic parity automaton recognising $W$.

- First, we check for each pair of states $q, p$ whether $\mathcal{L}\left(\mathcal{A}_{q}\right) \subseteq \mathcal{L}\left(\mathcal{A}_{p}\right)$, or $\mathcal{L}\left(\mathcal{A}_{p}\right) \subseteq \mathcal{L}\left(\mathcal{A}_{q}\right)$. If for some pair of states these languages are incomparable, then residuals of $W$ are not totally ordered, and we can conclude that $W$ is not half-positional.

Suppose that we have defined total preorders up to $\leq_{x-2}$ making $\mathcal{A}$ a $(x-2)$-structured signature automaton.

- We $<x$-safe centralise $\mathcal{A}$, which can be done in polynomial time by Lemma 5.16. The obtained automaton is deterministic over $\geq x$-transitions.
- We compute the $<x$-safe components of $\mathcal{A}$, which can be done by doing a decomposition in SCCs of $\left.\mathcal{A}\right|_{>x}$. We check whether, for each $<x$-safe component $S$ and state $q$, the states in $S \cap[q]_{x-2}$ are totally preordered by inclusion of $<x$-safe languages, which can be done in polynomial time by Lemma 6.1. If this is not the case, we conclude that $W$ is not half-positional.
- We remove the non-determinism from $\mathcal{A}$ - in polynomial time and without increasing the number of states - by applying Lemma 5.21.
- We compute (in polynomial time) the automaton $\mathcal{A}^{\prime}$ given by Lemma 5.22 (see last subsection of Appendix A for details). We check whether $\mathcal{L}\left(\mathcal{A}^{\prime}\right)=W$, which can be done in polynomial time (testing equivalence of deterministic parity automata [CDK93]). If this is not the case, we conclude that $W$ is not half-positional.

After these operations, if we have not yet found that $W$ is not half-positional, we obtain an equivalent deterministic automaton $\mathcal{A}^{\prime}$ that is either $x$-structured signature, or strictly smaller than $\mathcal{A} .{ }^{9}$ In the former case, we continue defining preorders $\leq_{x+1}$ and $\leq_{x+2}$; in the latter, we restart from the beginning. In total, we repeat at most $d \cdot|Q|$ times a sequence of operations that take polynomial time.

## Checking full progress consistency

Assume that we have a deterministic structured signature automaton recognising $\mathcal{A}$. We cannot yet conclude that $W$ is half-positional, as we do not know whether $\mathcal{A}$ is fully progress consistent, however, by Lemma 5.23 , if $W$ is half-positional this must be the case. By Theorem 3.1, this condition is also sufficient. We show now that we can check full progress consistency of $\mathcal{A}$ in polynomial time, finishing the proof of Theorem 3.3. For this, we generalise the method from [BCRV22, Lemma 25].

- Lemma 6.2. Let $\mathcal{A}$ be a deterministic structured signature automaton. We can decide in polynomial time whether $\mathcal{A}$ is fully progress consistent.

The proof crucially relies on the following lemma.
$\rightarrow$ Lemma 6.3. A deterministic structured signature automaton $\mathcal{A}$ is fully progress consistent if and only if, for each even priority $x$ and each pair of states $q, p$ in $\mathcal{A}$ such that $q<_{x} p$ we have:

$$
\begin{equation*}
q \xrightarrow[\sim]{w: \geq x} p \text { and } p \xrightarrow[\sim]{w: y} p \Longrightarrow y \text { is even. } \tag{1}
\end{equation*}
$$

Proof. It follows directly from the definition that a deterministic fully progress consistent automaton satisfies this property. To show the converse, assume that (1) holds; we aim to

[^7]prove full progress consistency. Consider an even priority $x$ and a word $w \in \Sigma^{*}$ such that $q<_{x} p$ and $q \xrightarrow{w: \geq x} p$, we should prove $w^{\omega} \in \mathcal{L}\left(\mathcal{A}_{q}\right)$. We take $x$ to be minimal such that $q<_{x} p$, and thus we have $q \sim_{x-2} p$. For $x=0$, the proof is identical to the one appearing in Lemma 4.6, we assume that $x \geq 2$. Therefore, there is a $<x$-safe path connecting $q$ and $p$, so we have $q \sim_{x-1} p$ (Item 2 from the definition of structured signature automaton), thus since $q<_{x} p$ we get $\operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}(p)$ (Item 3). Consider the run over $w^{\omega}$ from $q$ in $\mathcal{A}$ :
$$
\rho=q \xrightarrow{w: \geq x} p \xrightarrow{w: y_{1}} p_{2} \underbrace{w: y_{2}} p_{3} \xrightarrow{w: y_{3}} \ldots .
$$

Since $w \in \operatorname{Safe}_{<x}(p)$ and $q<_{x} p$, Lemma 5.11 yields $\operatorname{Safe}_{<x}(p) \subseteq \operatorname{Safe}_{<x}\left(p_{2}\right)$, and hence $y_{1} \geq x$. Since $\sim_{x-2}$ is $[0, x-2]$-faithful and $q \xrightarrow{w: \geq x-2} p \sim_{x-2} q$, it follows that $p_{2} \sim_{x-2} p$. Then it follows from $p \xrightarrow{w: \geq x} p_{2}$ that $p \sim_{x-1} p_{2}$, and thus $p \leq_{x} p_{2}$. Applying the same reasoning by induction yields $y_{i} \geq x$ and $p \leq_{x} p_{i}$ for all $i$, and thus $q<_{x} p_{i}$

Eventually, $\rho$ closes a cycle: there are $N$ and $k$ such that, for every $i \geq N, p_{i}=p_{i+k}$. We let $p^{\prime}=p_{k N}$ and let $y$ denote the minimal priority produced by the cycle. Then it holds that:

$$
q<_{x} p^{\prime}, q \xrightarrow{w^{k N}: \geq x} p^{\prime}, \quad \text { and } p^{\prime} \xrightarrow{w^{k N}: y} p^{\prime} .
$$

Thus thanks to (1), $y$ is even, and so $w^{\omega}=\left(w^{k N}\right)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{q}\right)$.
We can now deduce Lemma 6.2.
Proof of Lemma 6.2. For each pair of states $q, p \in Q$ and each priority $x$, we define the languages of finite words

$$
L_{q \rightarrow p}^{x}=\left\{w \in \Sigma^{*} \mid q \xrightarrow{w: x} p \text { in } \mathcal{A}\right\}, \quad \text { and } \quad L_{q}^{\geq x} p=\left\{w \in \Sigma^{*} \mid q \xrightarrow{w: \geq x} p \text { in } \mathcal{A}\right\} .
$$

By Lemma $6.3, \mathcal{A}$ is fully progress consistent if and only if, for each even priority $x \in[0, d]$ and each pair of states $q, p \in Q$ such that $q<_{x} p$ :

$$
L_{q}^{\geq x} \rightarrow p \bigcap\left(\bigcup_{y \text { odd }} L_{p \rightarrow p}^{y}\right)=\emptyset
$$

We show that for all pair of states, languages $L_{q}^{\geq x} \rightarrow p$ and $L_{q \rightarrow p}^{x}$ are regular and we can obtain deterministic finite automata for them in polynomial time. This implies that we can check the emptiness of intersections above in polynomial time, concluding the proof.

For $L_{q}^{\geq x} \rightarrow p$ the previous claim is clear: the finite automaton obtained by taking the automaton structure of $\left.\mathcal{A}\right|_{\geq x}$ and taking $q$ and $p$ as initial and final states, respectively, is a finite automaton recognising $L_{q}^{\geq x} \rightarrow p$.

For $L_{q \rightarrow p}^{x}$, we consider the automaton over finite words that has as states $(Q \times[0, d]) \cup$ $\{(q$, init $)\}$, and $(q$, init $)$ and $(p, x)$ as initial and final states, respectively. Transitions of the automaton are of the form $\left(q_{1}, x_{1}\right) \xrightarrow{a}\left(q_{2}, x_{2}\right)$ if the transition $q_{1} \xrightarrow{a: y} q_{2}$ in $\mathcal{A}$ is such that $x_{2}=\min \left\{x_{1}, y\right\}$. In words, this automaton keeps track of the run in $\mathcal{A}$ from $q$ and of the minimal priority produced in the way. It accepts a word if it arrives to $p$ while producing as minimal priority $x$, as we wanted.

### 6.2 Procedure 2: $\varepsilon$-completion

We now prove the following result.

- Theorem 6.4. Let $\mathcal{A}$ be a non-deterministic parity automaton recognising a half-positional language $W$. Then for each pair of states $q, q^{\prime} \in Q$, and for each even priority $x$, one may add (at least) one of the transitions

$$
q \xrightarrow{\varepsilon: x} q^{\prime} \quad \text { or } \quad q^{\prime} \xrightarrow{\varepsilon: x+1} q
$$

without augmenting the language of $\mathcal{A}$.
Before proving Theorem 6.4, we argue that decidability of half-positionality in polynomial time (Theorem 3.3) follows. Let $\mathcal{A}_{0}$ be a deterministic parity automaton recognising a language $W$ and using $d$ as maximal priority (assumed even). We build an $\varepsilon$-completion of $\mathcal{A}_{0}$ as follows. At each step, pick a pair of states $\left(q, q^{\prime}\right)$ such that neither $q \xrightarrow{\varepsilon: x} q^{\prime}$ nor $q^{\prime} \xrightarrow{\varepsilon: x+1} q$ belongs to the current automaton, for $x \leq d$ even. Then try to add one of these transitions, and see if the language increases (checking whether $\mathcal{L}(\mathcal{A}) \subseteq W$ can be done in polynomial time since $W$ is recognised by the deterministic automaton $\mathcal{A}_{0}$ [CDK93]). If the language does not increase for one of the two transitions, then proceed to the next step; otherwise conclude that $W$ is not half-positional thanks to Theorem 6.4.

After polynomially-many steps, we obtain an automaton such that for each pair of states $\left(q, q^{\prime}\right)$ and for each even $x$, either $q \xrightarrow{\varepsilon: x} q^{\prime}$ or $q^{\prime} \xrightarrow{\varepsilon: x+1} q$. Now for each priority $y$, close the relations $\xrightarrow{\varepsilon: y}$ by transitivity, which does not augment the language. Moreover, for priorities $y \preccurlyeq y^{\prime}$ (recall that $1 \preccurlyeq 3 \preccurlyeq \ldots \preccurlyeq d+1 \preccurlyeq d \preccurlyeq \ldots \preccurlyeq 2 \preccurlyeq 0$ ) add transition $q \xrightarrow{\varepsilon: y} q^{\prime}$ whenever $\mathcal{A}$ contains $q \xrightarrow{\varepsilon: y^{\prime}} q^{\prime}$; this also does not augment the language. Then it holds that the relations $\xrightarrow{\varepsilon: 1}, \xrightarrow{\varepsilon: 3}, \ldots, \xrightarrow{\varepsilon: d+1}$ are total preorders refining one another, and that for each even $x, \xrightarrow{\varepsilon: x}$ is the strict variant of $\xrightarrow{\varepsilon: x+1}$. Stated differently, the obtained automaton $\mathcal{A}$ is an $\varepsilon$-completion of $\mathcal{A}_{0}$, which implies that $W$ is half-positional thanks to Theorem 3.1.

Note that on the way, we obtain the following result as an interesting consequence.

- Corollary 6.5. Any non-deterministic parity automaton recognising a half-positional language is $\varepsilon$-completable.

We now prove Theorem 6.4. The proof is inspired by that of [CFGO22, Theorem 4.8], but it is more involved, because we now deal with parity automata rather than graphs (or safety automata). This difficulty is overcome thanks to Theorem 3.5.

Proof of Theorem 6.4. Fix a pair of states $q, q^{\prime} \in Q$ and an even priority $x$. Consider the game $\mathcal{G}$ defined as follows (see also Figure 18 below).

- The alphabet is $C=(\Sigma \cup\{\varepsilon\}) \times\{0,1, \ldots, d+1\} \times\left\{\operatorname{enter}_{q}\right.$, small, neutral $\}$. Therefore, each edge has a letter in $\Sigma \cup\{\varepsilon\}$, a priority in $\{0,1, \ldots, d+1\}$, and a type in $\left\{\operatorname{enter}_{q}\right.$, small, neutral $\}$. For a word $w \in C^{\omega}$, we write $w_{\Sigma}, w_{\text {prio }}$ and $w_{\text {type }}$ for the respective projections. For conciseness, we generally omit the type and write edges in the game as $\xrightarrow{a: y}$, just like in the automaton.
- The set of vertices consists in two copies of $\mathcal{A}$ indexed by $q$ and $q^{\prime}$, together with an additional vertex $q_{\text {? }}$. Formally, $V=Q \times\left\{q, q^{\prime}\right\} \cup\left\{q_{\text {? }}\right\}$. All vertices belong to Adam except for $q_{\text {? }}$ which belongs to Eve.
- The edges in the copy indexed by $q$ (resp. $q^{\prime}$ ) follow exactly the transitions in $\mathcal{A}$, except those leading to $q^{\prime}$ (resp. $q$ ), which are instead redirected to $q_{\text {? }}$ (but keep the same letter and priority).
- The vertex $q_{\text {? }}$ has exactly two outgoing edges: $q_{?} \xrightarrow{\varepsilon: x+1}(q, q)$ and $q_{?} \xrightarrow{\varepsilon: x}\left(q^{\prime}, q^{\prime}\right)$.
- The edge $q_{?} \xrightarrow{\varepsilon: x+1}(q, q)$ has type enter ${ }_{q}$, and edges with priority $\leq x$ inside the copy indexed by $q$ have type small. All other edges are neutral.
- The objective is

$$
W_{\mathcal{G}}=W_{\Sigma} \cup \text { oddParity } \cup \text { goodType },
$$

where $W_{\Sigma}$ is the set of words $w$ such that $w_{\Sigma} \in W$, oddParity is the set of words whose minimal priority appearing infinitely often is odd, and goodType is the set of words with infinitely many occurrences of type enter ${ }_{q}$ and finitely many occurrences of type small.


Figure 18 The game $\mathcal{G}$. Edges which are crossed out are those that are redirected (while keeping the same label). Note that $\left(q^{\prime}, q\right)$ and $\left(q, q^{\prime}\right)$ are not reachable; these vertices could be removed from the game.

Clearly $W_{\Sigma}$ is half-positional and so is oddParity; likewise, goodType rewrites as a parity condition (by mapping small to 1 , enter $_{q}$ to 2 and neutral to 3 ), and thus it is also halfpositional. Moreover, oddParity and goodType are prefix-independent. It follows from Theorem 3.5 that $W^{\prime}$ is positional.
$\triangleright$ Claim 6.5.1. Eve wins from $\left(q_{\text {init }}, q\right)$ and from $\left(q_{\text {init }}, q^{\prime}\right)$ in $\mathcal{G}$.
Proof. Consider the strategy which, whenever reaching $q_{\text {? }}$ from an edge of the form $\left(p, q^{\prime}\right) \rightarrow$ $q_{\text {? }}$, reads the edge $q_{\text {? }} \xrightarrow{\varepsilon: x+1}(q, q)$ and whenever reaching $q_{\text {? }}$ from an edge of the form $(p, q) \xrightarrow{q}$ ? , reads the edge $q_{?} \xrightarrow{\varepsilon: x}\left(q^{\prime}, q^{\prime}\right)$. Take an infinite path $\pi_{\mathcal{G}}$ in $\mathcal{G}$ from $\left(q_{\text {init }}, q\right)$ which is consistent with the above strategy. It is of the form
$\pi_{\mathcal{G}}:\left(q_{\text {init }}, q\right) \xrightarrow{w_{0}: y_{0}}\left(p_{0}, q\right) \xrightarrow{a_{0}: z_{0}} q_{?} \xrightarrow{\varepsilon: x}\left(q^{\prime}, q^{\prime}\right) \xrightarrow{w_{1}: y_{1}}\left(p_{1}, q^{\prime}\right) \xrightarrow{a_{1}: z_{1}} q_{?} \xrightarrow{\varepsilon: x+1}(q, q) \xrightarrow{w_{2}: y_{2}} \ldots$,
where $w_{0}, p_{0}, a_{0}, w_{1}, p_{1}, a_{1}, \ldots$ is either infinite (and the $w_{i}$ 's are finite) or it ends with some $w_{i}$ which is infinite. We aim to prove that $\pi_{\mathcal{G}}$ is winning, that is, its label belongs to $W_{\mathcal{G}}$.

Observe that

$$
\pi_{\mathcal{A}}: q_{\text {init }} \xrightarrow{w_{0}: y_{0}} p_{0} \xrightarrow{a_{0}: z_{0}} q^{\prime} \xrightarrow{w_{1}: y_{1}} p_{1} \xrightarrow{a_{1}: z_{1}} q \xrightarrow{w_{2}: z_{2}} \ldots
$$

defines a path in $\mathcal{A}$. If $\pi_{\mathcal{A}}$ satisfies $W$, then $\pi_{\mathcal{G}}$ satisfies $W_{\Sigma}$ (since we only add some occurrences of $\varepsilon$ to the projections on $\Sigma \cup\{\varepsilon\}$ ). Thus we assume that $\pi_{\mathcal{A}}$ does not satisfy
$W$, which means that the run in the automaton is rejecting. If $\pi_{\mathcal{G}}$ satisfies goodType then it is winning, so we assume otherwise: there are either finitely many occurrences of enter ${ }_{q}$ or infinitely many occurrences of small.

- If there are finitely many occurrences of enter $_{q}$ in $\pi_{\mathcal{G}}$, then the priorities in $\pi_{\mathcal{G}}$ eventually coincide with those in $\pi_{\mathcal{A}}$, and since this is a rejecting run in $\mathcal{A}, \pi_{\mathcal{G}}$ satisfies oddParity.
- If there are infinitely many occurrences of small, then the minimal priority appearing infinitely often in $\pi_{\mathcal{A}}$ is $\leq x$, therefore adding (even infinitely many) priorities $x$ and $x+1$ does not change the fact that the run is rejecting. Therefore $\pi_{\mathcal{G}}$ satisfies oddParity.
Since Eve wins and $W_{\mathcal{G}}$ is half-positional, she has a winning positional strategy $\sigma$.
$\triangleright$ Claim 6.5.2. If $\sigma\left(q_{?}\right)=q_{?} \xrightarrow{\varepsilon: x} q^{\prime}$, then adding the transition $q \xrightarrow{\varepsilon: x} q^{\prime}$ to $\mathcal{A}$ does not augment the language.
Proof. Let $\mathcal{A}^{\prime}$ be the automaton obtained by adding to $\mathcal{A}$ the transition $q \xrightarrow{\varepsilon: x} q^{\prime}$. Consider an accepting run $\pi_{\mathcal{A}^{\prime}}$ from $q_{\text {init }}$ in $\mathcal{A}^{\prime}$. Decompose it around the occurrences of $q \xrightarrow{\varepsilon \in x} q^{\prime}$ as follows:

$$
\pi_{\mathcal{A}^{\prime}}: q_{\text {init }} \xrightarrow{w_{0}: y_{0}} p_{0} \xrightarrow{a_{0}: z_{0}} q \xrightarrow{\varepsilon: x} q^{\prime} \xrightarrow{w_{1}: y_{1}} p_{1} \xrightarrow{a_{1}: z_{1}} q \xrightarrow{\varepsilon: x} q^{\prime} \xrightarrow{w_{2}: y_{2}} \ldots,
$$

where the sequence $w_{0}, p_{0}, a_{0}, w_{1}, p_{1}, a_{1}, \ldots$ is either infinite (and the $w_{i}$ are finite), or it is finite and ends with some $w_{i}$ which is infinite.

Then

$$
\pi_{\mathcal{G}}:\left(q_{\text {init }}, q^{\prime}\right) \xrightarrow{w_{0}: y_{0}}\left(p_{0}, q^{\prime}\right) \xrightarrow{a_{0}: z_{0}} q_{?} \xrightarrow{\varepsilon: x}\left(q^{\prime}, q^{\prime}\right) \xrightarrow{w_{1}: y_{1}} p_{1} \xrightarrow{a_{1}: z_{1}} q_{?} \xrightarrow{\varepsilon: x}\left(q^{\prime}, q^{\prime}\right) \xrightarrow{w_{2}: y_{2}} \ldots
$$

defines a path in $\mathcal{G}$ which is consistent with $\sigma$. Therefore the label of $\pi_{\mathcal{G}}$ satisfies $W_{\mathcal{G}}$. Note that priorities in $\pi_{\mathcal{A}^{\prime}}$ and $\pi_{\mathcal{G}}$ are the same, and $\pi_{\mathcal{A}^{\prime}}$ is accepting, therefore $\pi_{\mathcal{G}}$ does not satisfy oddParity. Moreover, $\pi_{\mathcal{G}}$ has no occurrence of enter $_{q}$, thus it does not satisfy goodType. We conclude that $\pi_{\mathcal{G}}$ satisfies $W_{\Sigma}$, and thus $w_{0} a_{0} w_{1} a_{1} \cdots \in W$, so $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq W$.

The proof of the other case is similar to the previous one, with a slight difference in the analysis.
$\triangleright$ Claim 6.5.3. If $\sigma\left(q_{?}\right)=q_{?} \xrightarrow{\varepsilon: x+1} q$, then adding the transition $q^{\prime} \xrightarrow{\varepsilon: x+1} q$ to $\mathcal{A}$ does not augment the language.
Proof. Let $\mathcal{A}^{\prime}$ be the automaton obtained by adding to $\mathcal{A}$ the transition $q^{\prime} \xrightarrow{\varepsilon: x+1} q$. Consider an accepting run $\pi_{\mathcal{A}^{\prime}}$ from $q_{\text {init }}$ in $\mathcal{A}^{\prime}$. Decompose it around the occurrences of $q^{\prime} \xrightarrow{\varepsilon: x+1} q$ as follows:

$$
\pi_{\mathcal{A}^{\prime}}: q_{\text {init }} \xrightarrow{w_{0}: y_{0}} p_{0} \xrightarrow{a_{0}: z_{0}} q^{\prime} \xrightarrow{\varepsilon: x+1} q \xrightarrow{w_{1}: y_{1}} p_{1} \xrightarrow{a_{1}: z_{1}} q^{\prime} \xrightarrow{\varepsilon: x+1} q \xrightarrow{w_{2}: y_{2}} \ldots,
$$

where the sequence $w_{0}, p_{0}, a_{0}, w_{1}, p_{1}, a_{1}, \ldots$ is either infinite (and the $w_{i}$ are finite), or it is finite and ends with some $w_{i}$ which is infinite.

Then

$$
\pi_{\mathcal{G}}:\left(q_{\text {init }}, q\right) \xrightarrow{w_{0}: y_{0}}\left(p_{0}, q\right) \xrightarrow{a_{0}: z_{0}} q_{?} \xrightarrow{\varepsilon: x+1}(q, q) \xrightarrow{w_{1}: y_{1}} p_{1} \xrightarrow{a_{1}: z_{1}} q_{?} \xrightarrow{\varepsilon: x+1}(q, q) \xrightarrow{w_{2}, y_{2}} \ldots
$$

defines a path in $\mathcal{G}$ which is consistent with $\sigma$. Therefore the label of $\pi_{\mathcal{G}}$ satisfies $W_{\mathcal{G}}$. Note that priorities in $\pi_{\mathcal{A}^{\prime}}$ and $\pi_{\mathcal{G}}$ are the same, and $\pi_{\mathcal{A}^{\prime}}$ is accepting, therefore $\pi_{\mathcal{G}}$ does not satisfy oddParity.

Now note that $\pi_{\mathcal{A}^{\prime}}$ has infinitely many occurrences of priority $x+1$ and yet it is accepting, therefore it has infinitely many occurrences of priorities $\leq x$. Thus $\pi_{\mathcal{G}}$ has infinitely many occurrences of small, so it does not satisfy goodType. We conclude that $\pi_{\mathcal{G}}$ satisfies $W_{\Sigma}$, and therefore the label $w_{0} a_{0} w_{1} a_{1} \ldots$ of $\pi_{\mathcal{A}^{\prime}}$ belongs to $W$.

This concludes the proof.

- Remark 6.6. It is interesting to remark that our proof relies on the fact that for any $\omega$-regular half-positional objective $W$, the objective $W \cup$ parity is half-positional. We do not know a direct proof of this fact (without using Theorem 3.5 which relies on the machinery employed to prove Theorem 3.1). Such a direct proof would give, together with Theorem 6.4, an easier path to the main characterisation and the polynomial time decidability (though it would fall short of establishing the 1-to-2-player lift and the finite-to-infinite lift).


## 7 Bipositionality of all objectives

In this section we provide a characterisation of all bipositional objectives, without $\omega$-regularity or prefix-independence assumptions. This characterisation extends the result of Colcombet and Niwiński [CN06], who showed that the only prefix-independent bipositional objective (over all game graphs) is the parity objective. Recently, Bouyer, Randour and Vandenhove [BRV23] generalised that result in an orthogonal direction: they proved that the only objectives for which both players can play optimally using finite chromatic memory are $\omega$-regular objectives.

### 7.1 Characterisation of bipositionality and consequences

We say that an objective $W \subseteq \Sigma^{\omega}$ is bi-progress consistent if both $W$ and its complement are progress consistent, that is, if it satisfies that for all residual class $[u]$ and finite word $w \in \Sigma^{*}$ :

$$
\begin{aligned}
& =[u]<[u w] \Longrightarrow u w^{\omega} \in W, \text { and } \\
& =[u w]<[u] \Longrightarrow u w^{\omega} \notin W .
\end{aligned}
$$

- Theorem 7.1 (Characterisation of bipositionality). An objective $W \subseteq \Sigma^{\omega}$ is bipositional (over all games) if and only if:

1. W has a finite number of residuals, totally ordered by inclusion, and
2. $W$ is bi-progress consistent, and
3. $W$ can be recognised by a parity automaton on top of the automaton of residuals.

This characterisation only holds for infinite games, as there are non $\omega$-regular objectives that are bipositional over finite games, as, for example, energy objectives [ $\left.\mathrm{BFL}^{+} 08\right]$ and their generalisation [Koz22a]. However, we deduce from Theorem 3.4 that in the case of $\omega$-regular objectives these conditions do also characterise bipositionality over finite games.

- Corollary 7.2 (Bipositionality over finite games for $\omega$-regular objectives). An $\omega$-regular objective $W \subseteq \Sigma^{\omega}$ is bipositional over finite games if and only if it satisfies the three conditions from Theorem 7.1.


## Consequences: Lifts and decidability

For $\omega$-regular objectives, we can directly lift the corollaries of Theorem 3.1 obtained for half-positionality to bipositionality. For non- $\omega$-regular ones, the finite-to-infinite lift does not hold, as commented above. On the other hand, a combination with a recent result from Bouyer, Randour and Vandenhove [BRV23, Theorem 3.8] implies that the 1-to-2-player lift holds for any objective.

We say that an objective $W \subseteq \Sigma^{\omega}$ is bipositional over (finite) one-player games if $W$ is half-positional over (finite) Eve-games and its complement $\Sigma^{\omega} \backslash W$ is half-positional over (finite) Adam-games.

- Corollary 7.3 (1-to-2 player lift of bipositionality). An objective $W \subseteq \Sigma^{\omega}$ is bipositional (over all games) if and only if it is bipositional over one-player games.
- Corollary 7.4 (Finite-to-infinite lift of bipositionality for $\omega$-regular objectives). An $\omega$-regular objective $W \subseteq \Sigma^{\omega}$ is bipositional (over all games) if and only if it is bipositional over finite one-player games.

We obtain decidability for bipositionality in polynomial time from its counterpart in the case of half-positionality (Theorem 3.3). We observe that Theorem 7.1 provides an alternative way to check bipositionality.

- Corollary 7.5 (Decidability of bipositionality). Given a deterministic parity automaton $\mathcal{A}$, we can decide in polynomial time whether $\mathcal{L}(\mathcal{A})$ is bipositional.


## An example

- Example 7.6 (Parity over occurrences). We let $\Sigma=[0, d]$ and let $W_{\text {OccParity }}$ be the language of words such that the minimal priority appearing on them is even:
$W_{\text {OccParity }}=\left\{w \in[0, d]^{\omega} \mid \min (w)\right.$ is even $\}$.

An automaton recognising $W$ is depicted in Figure 19. It has one state per residual, which are totally ordered, and it is immediate to check that it is bi-progress consistent. Therefore, $W_{\text {OccParity }}$ is a bipositional objective.


Figure 19 Automaton recognising $W_{\text {OccParity }}$, for $d=4$. The initial state is $q_{4}$. This automaton is in fact what is sometimes called a weak automaton: runs that finally end in an even state are accepting, and those ending in an odd state are rejecting.

Some more complex examples can be generated by, for example, adding some output priorities to the automaton above without breaking the bi-progress consistency condition. However, the combination of being recognisable by the automaton of residuals with biprogress consistency greatly restricts the possibilities of generating examples of bipositional languages. We wonder whether a more precise characterisation of languages satisfying these three properties can be obtained.

### 7.2 Proof of the characterisation

## Necessity of the conditions

The necessity of the total order over the residuals of $W$ is given by Lemma 4.1, and the necessity of bi-progress consistency is given by Lemma 4.6. The following lemma provides the necessity of the last condition of Theorem 7.1. It can be obtained by instantiating the first item of [BRV23, Theorem 3.6] for the case of bipositional objectives.

- Lemma 7.7 ([BRV23, Theorem 3.6]). If $W \subseteq \Sigma^{\omega}$ is bipositional over one-player games, then $W$ is $\omega$-regular and can be recognised by a parity automaton on top of the automaton of residuals.


## Sufficiency of the conditions

The sufficiency of conditions of Theorem 7.1 can be shown by providing well-ordered monotone universal graphs for $W$ and its complement. An even simpler option - now that we have already done such construction for half-positional objectives - is to provide fully progress consistent signature automata recognising these languages, and then use the characterisation of half-positionality given by Item (2) from Theorem 3.1.

We show that the parity automaton on top of the automaton of residuals is a fully progress consistent signature automata. Since by hypothesis $\operatorname{Res}(W)$ is totally ordered, the order $\leq_{0}$ given by inclusion of residuals satisfies the first requirement of the definition of signature automaton. As the residual classes of this automaton are trivial, we can define all relations $\sim_{x}$ to be trivial too, so this automaton satisfies all the requirements to be a signature automaton. Moreover, as $W$ is progress consistent and the $\sim_{x}$-classes of the automaton are trivial, it is also fully progress consistent. The argument is symmetric for $\Sigma^{\omega} \backslash W$.

## 8 Half-positionality of closed and open objectives

### 8.1 Closed objectives

We recall that an objective $W$ is closed if
$W=\operatorname{Safety}(L)=\{w \mid w$ does not contain any prefix in $L\}$,
for some language of finite words $L$. Half-positional closed objectives were first characterised by Colcombet, Fijalkow and Horn [CFH14], as those that have a totally ordered set of residuals. However, as they already remarked, this characterisation only holds for finite branching game graphs.

We now give a characterisation of half-positionality over all game graphs for closed objectives. Namely, a closed objective $W$ is half-positional if and only if $\operatorname{Res}(W)$ is wellordered by inclusion (Theorem 8.4) (in fact, the well-foundedness of $\operatorname{Res}(W)$ is a necessary condition for finite memory determinacy of any objective.) This (and its generalisation to memory) was already observed in [CO23].

### 8.1.1 Well-foundedness of residuals

Next example, taken from [CFH14], shows that total order over residuals does not suffice to ensure half-positionality of arbitrary closed objectives.

- Example 8.1 (Outbidding game [CFH14]: Total order does not suffice). Let $\Sigma=\{a, b, c\}$ and $L$ be the language of finite words:

$$
L=\left\{w \in \Sigma^{*} \mid \text { for some } u \in \Sigma^{*} \text { with }|u|_{a} \leq|u|_{b}, u c \text { is a prefix of } w\right\},
$$

where $|u|_{x}$ is the number of occurrences of $a$ in $u$. We consider the closed objective $W=$ Safety $(L)$. The residuals of $W$ are totally ordered by inclusion:

$$
\emptyset=c^{-1} W<\cdots<\left(a^{n}\right)^{-1} W<\cdots<a^{-1} W<\varepsilon^{-1} W<b^{-1} W<\cdots .
$$

However, $W$ is not half-positional, as witnessed by the game in Figure 20.


Figure 20 Outbidding game. First, a sequence $a^{n}$ is produced, for some $n \in \mathbb{N}$. In order to win, Eve needs to answer with $b^{m}$, with $m>n$. Therefore, she can win from any vertex in the game, but no positional strategy guarantees the victory from all states.

- Lemma 8.2 (Necessity of the well-order of residuals). Let $W \subseteq \Sigma^{\omega}$ be an objective that is half-positional over $\varepsilon$-free Eve-games. Then, $\operatorname{Res}(W)$ is well-ordered by inclusion.

We have already seen (Lemma 4.1), that if $W$ is half-positional, then $\operatorname{Res}(W)$ is totally ordered. We need to prove that $\operatorname{Res}(W)$ is well-founded.

- Lemma 8.3 (Well-foundedness of residuals necessary for finite memory). Let $W \subseteq \Sigma^{\omega}$ be an objective such that Eve can play optimally using positional strategies (or using finite memory strategies) over $\varepsilon$-free Eve-games. Then, $\operatorname{Res}(W)$ is well-founded (for the order given by inclusion of residuals).

Proof. Suppose by contradiction that there is an infinite strictly decreasing sequence of residuals:

$$
u_{1}{ }^{-1} W \supsetneq u_{2}^{-1} W \supsetneq \cdots, u_{i} \in \Sigma^{*} .
$$

(We suppose without loss of generality that $\varepsilon \neq u_{i}$ for all i.) Let $w_{i} \in \Sigma^{\omega}$ such that $w_{i} \in u_{i}^{-1} W \backslash u_{i+1}{ }^{-1} W$. We consider the game - similar to the outbidding game from Figure 20 - in which a word $u_{i}$ labels a path from a vertex $v_{i}$ to $v_{\text {choice }}$, for each $i$. From this latter vertex, Eve can choose a between paths labelled by $\left\{w_{i} \mid i \in \mathbb{N}\right\}$. Eve can win be answering $w_{i}$ to $u_{i}$. However, any positional (or finite memory) strategy will only consider a finite number of responses $w_{j_{1}}, \ldots, w_{j_{n}}$. Therefore, such a strategy is losing from $v_{K}$ for $K>\max \left\{j_{t} \mid 1 \leq t \leq n\right\}$.

### 8.1.2 Characterisation for closed objectives

- Theorem 8.4 (Half-positional closed objectives). Let $W \subseteq \Sigma^{\omega}$ be a closed objective. Then, $W$ is half-positional (over all game graphs) if and only if $\operatorname{Res}(W)$ is well-ordered by inclusion.

Proof. We have already shown that this condition is necessary. To prove sufficiency, we give, for each cardinal $\kappa$, a $(\kappa, W)$-universal well-ordered monotone graph. We conclude by Proposition 2.3.

Let $U$ be the $\Sigma$-graph that has as vertices $\operatorname{Res}(W) \backslash\{\emptyset\}$, ordered by inclusion. By hypothesis, this is a well-order. For each $a \in \Sigma$, we let

$$
u^{-1} W \xrightarrow{a} u^{\prime-1} W \quad \text { iff } \quad u^{\prime-1} W \leq(u a)^{-1} W .
$$

We note that if $u a$ is already losing $\left(u a^{-1} W=\emptyset\right)$, then transition $u^{-1} W \xrightarrow{a} u^{\prime-1} W$ does not appear in $U$. By Lemma 2.18, graph $U$ is monotone. The hypothesis of closeness of $W$ is fundamentally used in next claim.
$\triangleright$ Claim 8.4.1. A vertex $u^{-1} W$ of $U$ satisfies $W$ if and only if $u^{-1} W \subseteq \varepsilon^{-1} W=W$.
Proof. Let $L \subseteq \Sigma^{*}$ such that $W=\operatorname{Safety}(L)$. Let $u_{1}{ }^{-1} W \xrightarrow{a_{1}} u_{2}{ }^{-1} W \xrightarrow{a_{2}} \ldots$ be a path in $U$ from $u_{1}=u$. By induction we obtain $\emptyset \neq u_{i}^{-1} W \subseteq\left(u_{1} a_{1} \ldots a_{i-1}\right)^{-1} W$. Therefore, for all $i, u a_{1} \ldots a_{i} \notin L$, so, by definition of $W$, the infinite word $u a_{1} a_{2} \ldots$ belongs to $W$.

We show that $U$ is $(\kappa, W)$-universal for trees, for every cardinal $\kappa$, and conclude by Lemma 2.4. Let $T$ be a $\Sigma$-tree which satisfies $W$. For each node $t \in T$, let $\phi(t)=u_{t}{ }^{-1} W$ be the minimal residual such that $t$ satisfies $u_{t}{ }^{-1} W$. In particular, for the root $t_{0}, \phi\left(t_{0}\right)$ satisfies $W$ by the previous claim. We claim that $\phi$ is a morphism. Indeed, if $t \xrightarrow{a} t^{\prime}$ in $T$ and $t$ satisfies $u^{-1} W$, then $t^{\prime}$ satisfies $(u a)^{-1} W$. Therefore, $u_{t}^{\prime-1} W \leq\left(u_{t} a\right)^{-1} W$, so $\phi(t)=u_{t}{ }^{-1} W \xrightarrow{a} u_{t^{\prime}}{ }^{-1} W=\phi\left(t^{\prime}\right)$ is an edge in $U$.

### 8.2 Open objectives

We recall that an objective $W$ is open if

$$
W=\operatorname{Reach}(L)=\{w \mid w \text { contains some prefix in } L\}
$$

for some $L \subseteq \Sigma^{*}$.

### 8.2.1 Reset-stability

In Section 4.2, we showed that half-positional $\omega$-regular open objectives are exactly those with residuals totally ordered and that are progress consistent. However, for non- $\omega$-regular objectives, these conditions do not suffice, even if residuals are well-ordered.

- Example 8.5 (Progress consistency does not suffice). Let $\Sigma=\mathbb{N}$ and let $W$ be the set of non strictly increasing sequences:

$$
W=\left\{a_{1} a_{2} \cdots \in \mathbb{N}^{\omega} \mid a_{i+1} \leq a_{i} \text { for some } i\right\} .
$$

This objective is open, as $W=$ Reach(two consecutive non-increasing numbers). Its residuals are:

$$
\varepsilon^{-1} W<0^{-1} W<1^{-1} W<2^{-1} W<\cdots<(00)^{-1} W=\Sigma^{\omega}
$$

Therefore, $\operatorname{Res}(W)$ is well-ordered. Moreover, $W$ is progress consistent: any repetition of factors induces a non-strict inequality $<$ between consecutive letters.

However, we claim that $W$ is not half-positional. Consider the game in Figure 21. Eve can win this game: no matter what is the vertex $v_{i}$ chosen by Adam, she can first move one position to the right, producing $i$, and then go down producing letter 1 . This ensures two consecutive non-increasing numbers. However, she cannot win positionally. Indeed, if such a strategy tells her to go always to the left, the sequence produced will be strictly increasing. If she choses to go down in vertex $v_{i}$, Adam can win by initialising the play in that vertex.


Figure 21 Game in which Eve wins if she produces a non-strictly increasing sequence of numbers. She can win from every vertex, but not positionally.

- Definition 8.6 (Reset-stability). We say that an objective $W \subseteq \Sigma^{\omega}$ is reset-stable if, for each sequence of finite words $u_{1}, u_{2}, u_{3}, \cdots \in \Sigma^{+}$and of residuals $s_{0}{ }^{-1} W, s_{1}{ }^{-1} W, s_{2}{ }^{-1} W, \cdots \in$ $\operatorname{Res}(W)$ :

$$
s_{i}^{-1} W<\left(s_{i-1} u_{i}\right)^{-1} W \text { for all } i \geq 1 \quad \Longrightarrow \quad u_{1} u_{2} u_{3} \cdots \in s_{0}^{-1} W
$$

An intuitive idea of reset-stability is the following. Consider the (potentially infinite) automaton of residuals of $W$, which inherits the order over residuals. Add to it all $\varepsilon$-transitions going backwards: $s^{-1} W \xrightarrow{\varepsilon} s^{\prime-1} W$ for $s^{\prime-1} W<s^{-1} W$. When a run takes an $\varepsilon$-transition, we say that it makes a reset. What reset-stability tells us is that any run making infinitely many resets must be accepting. The words $u_{1}, u_{2}, \ldots$ in the definition above correspond to fragments where no reset takes place, and $s_{i}^{-1} W$ is the residual where we land after the $\mathrm{i}^{\text {th }}$ reset. (See also the notion of 0 -jumps in the proof of Lemma 5.28).
Remark 8.7. If $W$ is reset-stable, it is progress consistent. The converse holds if $\operatorname{Res}(W)$ is finite and totally ordered.

We note that all closed objectives are reset-stable.

- Lemma 8.8 (Necessity of reset-stability). Let $W \subseteq \Sigma^{\omega}$ be a half-positional objective over $\varepsilon$-free Eve-games. Then, $W$ is reset-stable.

Proof. Suppose by contradiction that $W$ is not reset-stable. That is, there are $u_{1}, u_{2}, \ldots \Sigma^{+}$ and $s_{0}{ }^{-1} W, s_{1}^{-1} W \ldots$ such that $s_{i}^{-1} W<\left(s_{i-1} u_{i}\right)^{-1} W$, but $u_{1} u_{2} \ldots \notin s_{0}{ }^{-1} W$.

Let $w_{i} \in \Sigma^{\omega}$ such that $w_{i} \in\left(s_{i-1} u_{i}\right)^{-1} W \backslash s_{i}{ }^{-1} W$. We consider the game pictured in Figure 22 (to ensure it to be $\varepsilon$-free, we just remove vertex $v_{i}$ if $s_{i}=\varepsilon$ ).

Eve can win $\mathcal{G}$ from any vertex $v_{i}$ (and from $v_{i}^{\prime}$ if $s_{i}=\varepsilon$ ), as she can produce the word $s_{i} u_{i+1} w_{i+1}$, which belongs to $W$, as we have taken $w_{i+1} \in\left(s_{i} u_{i+1}\right)^{-1} W$. However, we show that no positional strategy ensures to win from all these vertices. We distinguish two cases. If this strategy takes the path $v_{i}^{\prime} \xrightarrow{u_{i+1}} v_{i+1}^{\prime}$ for all $i$, then it is not winning from $v_{0}$, as by hypothesis $u_{1} u_{2} \ldots \notin s_{0}^{-1} W$. If on the contrary this strategy takes a path $v_{i}^{\prime} \xrightarrow{w_{i}}$, then it is not winning from $v_{i}$.


Figure 22 Game in which Eve wins if she produces a non-strictly increasing sequence of numbers. She can win from every $v_{i}$, but not positionally.

### 8.2.2 Characterisation for open objectives

- Theorem 8.9 (Half-positional open objectives). Let $W \subseteq \Sigma^{\omega}$ be an open objective. Then, $W$ is half-positional (over all game graphs) if and only if:
- $\operatorname{Res}(W)$ is well-ordered by inclusion, and
- $W$ is reset-stable.

Proof. The necessity of the conditions has already been established in Lemmas 8.3 and 8.8. To prove the sufficiency, we give, for each cardinal $\kappa$, a well-ordered monotone graph that is ( $\kappa, W$ )-universal for trees, and conclude by Proposition 2.3 and Lemma 2.4.

We let $U$ be the $\Sigma$-graph having as set of vertices $(\operatorname{Res}(W) \backslash\{\emptyset\}) \times \kappa$, ordered lexicographically. This graph is well-ordered, as by hypothesis so is $\operatorname{Res}(W)$. The edges are given by:

$$
\left(u^{-1} W, \lambda\right) \xrightarrow{a}\left(u^{\prime-1} W, \lambda^{\prime}\right) \quad \text { if } \quad \begin{cases}u^{\prime-1} W=(u a)^{-1} W \text { and } \lambda^{\prime}<\lambda, & \text { or } \\ u^{\prime-1} W<(u a)^{-1} W, & \text { or } \\ u^{-1} W=\Sigma^{\omega}\end{cases}
$$

By Lemma 2.18, this graph is monotone. We show its $(\kappa, W)$-universality for trees. The key ingredient for this is next claim, which strongly relies in the reset-stability hypothesis. We let $L$ be the language of finite words such that $W=\operatorname{Reach}(L)$.
$\triangleright$ Claim 8.9.1. For each ordinal $\lambda<\kappa$ and each residual $u^{-1} W$, vertex $\left(u^{-1} W, \lambda\right)$ satisfies $u^{-1} W$ in $U$.

Proof. Let $\rho=\left(u_{0}^{-1} W, \lambda_{0}\right) \xrightarrow{a_{1}}\left(u_{1}^{-1} W, \lambda_{1}\right) \xrightarrow{a_{1}} \cdots$ be an infinite path from $\left(u^{-1} W, \lambda\right)$ in $U$, and consider its projection over the (infinite) automaton of residuals $\mathcal{R}_{W}$. Whenever $\rho$ takes a transition $\left(u_{i}{ }^{-1} W, \lambda_{i}\right) \xrightarrow{a}_{i}\left(u i+1^{-1} W, \lambda_{i+1}\right)$ with $u_{i+1}{ }^{-1} W=\left(u_{i} a_{i}\right)^{-1} W$, this transition exists in $\mathcal{R}_{W}$. If $u_{i+1}{ }^{-1} W<\left(u_{i} a_{i}\right)^{-1} W$, we say that this transition makes a reset. By induction, we obtain that $u_{i}{ }^{-1} W \leq\left(u a_{1} \ldots a_{i}\right)^{-1} W$. We distinguish two cases: (1) If $\rho$ makes infinitely many resets, then we conclude by reset-stability. (2) If $\rho$ makes finitely many resets, then eventually $\lambda_{i+1}<\lambda_{i}$ for all $i$, unless $u_{i}{ }^{-1} W=\Sigma^{\omega}$. We conclude that eventually $u_{i}^{-1} W=\Sigma^{\omega} \leq\left(u a_{1} \ldots a_{i}\right)^{-1} W$. Therefore, $u a_{1} \ldots a_{i} \in L$, so $u a_{1} a_{2} \ldots \in W$.

Let $T$ be a $\Sigma$-tree whose root satisfies $W$. We give a morphism $\phi: T \rightarrow U$, which we decompose in $\phi_{1}: T \rightarrow \operatorname{Res}(W) \backslash\{\emptyset\}$ and $\phi_{2}: T \rightarrow \kappa$. For each $t \in T$, let $u_{t}$ be the word
labelling the path from the root $t_{0}$ to $t$. We let $\phi_{1}(t)=u_{t}{ }^{-1} W$ for each $t$. We define $\phi_{2}$ by transfinite induction. By hypothesis, each branch eventually contains vertices $t$ such that $u_{t} \in L$ (that is, $u_{t}^{-1}=\Sigma^{\omega}$ ). For all these vertices, we let $\phi_{2}(t)=0$. The tree obtained by removing these vertices, named $T_{1}$, does not have any infinite branch. For an ordinal $\lambda<\kappa$, let $T_{\lambda}$ be the set of nodes for which we have not defined $\phi_{2}$ at step $\lambda$ of the induction. For each leaf $t$ of $T_{\lambda}$, we let $\phi_{2}(t)=\lambda$.

This mapping has the two following properties:

- if $t \xrightarrow{a} t^{\prime}$ in $T$, then $\phi_{1}\left(t^{\prime}\right)=\left(u_{t} a\right)^{-1} W$, and
- if $t \xrightarrow{a} t^{\prime}$ in $T$, either $\phi_{2}\left(t^{\prime}\right)<\phi_{2}(t)$, or $u_{t^{\prime}} \in L$.

This ensures that $\phi=\left(\phi_{1}, \phi_{2}\right)$ is a morphism, concluding the proof.

- Example 8.10 (Half-positional open objective). Let $\Sigma=\mathbb{N}$ and let $W$ be the set of sequences that start by $123 \ldots n$, and eventually decrease. Formally:
$W=\left\{a_{1} a_{2} \cdots \in \mathbb{N}^{\omega} \mid\right.$ there is $j$ such that $a_{i}=i$ for $i<j$ and $\left.a_{j}<j\right\}$.
This objective is recognised by the infinite reachability automaton depicted in Figure 23. Its residuals are well-ordered and it is reset-stable, as after any reset we necessarily produce an word in $W$. Therefore, $W$ is half-positional.

We remark that this objective is not bipositional, as $\operatorname{Res}\left(\Sigma^{\omega} \backslash W\right)$ is not well-founded. This contrast with the case of $\omega$-regular open objectives, for which all half-positional open objectives are bipositional (Corollary 4.10).


Figure 23 Game in which Eve wins if she produces a non-strictly increasing sequence of numbers. She can win, but not positionally.

### 8.3 1-to-2-player lift and addition of neutral letters

- Corollary 8.11 (1-to-2-player lift for open and closed objectives). Let $W \subseteq \Sigma^{\omega}$ be an open or closed objective. If $W$ is half-positional over $\varepsilon$-free Eve-games, then $W$ is half-positional over all game graphs.

We also obtain from our proofs that the Neutral letter conjecture (Conjecture 3.8) holds for open and closed objectives.

- Corollary 8.12 (Closure under addition of neutral letters). Let $W \subseteq \Sigma^{\omega}$ be an open or closed objective. If $W$ is half-positional, then $W^{\varepsilon}$ is half-positional.

Proof. In the proof of Theorems 8.4 and 8.9, we obtained the positionality of objectives by providing well-ordered monotone ( $\kappa, W$ )-universal graphs. Proposition 3.7 allows us to conclude.

We have therefore obtained the 1-to-2-player lift for $\omega$-regular objectives, as well as open and closed ones. However, the 1-to-2-player lift does not hold for arbitrary objectives. A counter-example is discussed in the PhD of Pierre Vandenhove [Van23, p.236]. ${ }^{10}$ The objective considered there (first appearing in [Kop08]), is:

$$
\mathbf{M P}^{\mathbb{Q}}=\left\{w \in\{0,1\}^{\omega} \mid \liminf _{n}\left(\sum_{i=0}^{n} w_{i}\right) / n \quad \text { is rational }\right\} .
$$

We provide here a different example.

- Proposition 8.13 (No general 1-to-2-player lift). There is an objective $W \subseteq \Sigma^{\omega}$ that is half-positional over Eve-games, but is not half-positional over all game graphs.

Proof. Let $\Sigma$ be any infinite alphabet, and let $W$ be the following objective:
$W_{\text {fin }}=\left\{w \in \Sigma^{\omega} \mid\right.$ the set of letters occurring infinitely often in $w$ is finite $\}$.
To show that it is not half-positional, we consider the game in Figure 24, in which Eve controls a single vertex, from which she can send the token to any vertex $v_{i}$ controlled by Adam. We claim that Eve can win this game from every vertex by using the following


Figure 24 Game in which Eve wins if only finitely many letters are produced infinitely often. She can win by sending the token further and further away, but she cannot win positionally.
strategy: she keeps track of the maximal index $i_{\max }$ such that the play has passed trough vertex $v_{i_{\max }}$. Whenever Adam sends back the token to $v_{\text {Eve }}$, she will go to vertex $v_{i_{\max }}$. This strategy ensures that only letter 1 will be produced infinitely often.

However, Eve cannot win using a positional (or even finite memory) strategy. Such a strategy will only consider finitely many edges $v_{\text {Eve }} \xrightarrow{1} v_{i}$. Let $v_{k}$ be the maximal such vertex. Adam can win against such strategy by producing longer and longer paths, and then sending back the token to the vertex controlled by Eve: $v_{i} \xrightarrow{i(i+1) \ldots} v_{k+j} \xrightarrow{1} v_{\text {Eve }}$. In this way, all numbers greater that $k$ will be produced infinitely often.

We show that $W_{\text {fin }}$ is positional over Eve-games.
$\triangleright$ Claim 8.13.1. For every Eve-game $\mathcal{G}$ with winning condition $W_{\text {fin }}$ and every fixed vertex $v_{0}$, if Eve wins from $v_{0}$, she can win from $v_{0}$ using a positional strategy.

Proof. Assume that Eve wins from $v_{0}$. A strategy from $v_{0}$ is just an infinite path from $v$. Consider such a path. If this path does not visit a same vertex twice, it is already a positional

[^8]strategy. On the contrary, let $v_{k}$ be the first vertex that repeats. Consider the first two occurrences of $v_{\text {rep }}$ :
$$
v_{0} \xrightarrow{a_{0}} v_{1} \xrightarrow{a_{1}} \cdots v_{k} \xrightarrow{a_{k}} \cdots v_{k+j} \xrightarrow{a_{k+j}} v_{k} .
$$

Then, the positional strategy indicating to take the edge $v_{i} \xrightarrow{a_{i}} v_{i+1}$ for $i \leq k+j$ is winning.

We use this claim to prove that $W_{\text {fin }}$ is (uniformly) half-positional over Eve-games. Let $\mathcal{G}$ be an Eve-game with winning condition $W_{\text {fin }}$. By prefix-independence of $W_{\text {fin }}$, we can suppose without loss of generality that Eve wins from every vertex in $\mathcal{G}$. Let $v_{1}, v_{2}, \ldots$ a (potentially transfinite) enumeration of vertices in $\mathcal{G}$. We will define a positional strategy strat: $V \rightarrow E$ by transfinite induction. At step $\lambda$, let $\mathcal{G}_{\lambda}$ be the game obtained by removing vertices for which strat has already been defined. Let $i$ be the minimal index such that $v_{i}$ appears in $\mathcal{G}_{\lambda}$. By the previous claim, Eve has a positional strategy in $\mathcal{G}_{\lambda}$ that wins from $v_{i}$. Let $V_{\lambda}$ be the vertices reachable from $v$ by using this strategy, and for $v \in V_{\lambda}$ let $\operatorname{strat}(v)$ be the edge indicated by such strategy. We let $V_{\lambda}^{\prime}$ be the vertices in $\mathcal{G}_{\lambda} \backslash V_{\lambda}$ from which Eve can reach $V_{\lambda}$, and fix a positional strategy doing so. We let strat $\left(v^{\prime}\right)$ being given by this strategy for these vertices. It is immediate that strat is a positional strategy in $\mathcal{G}$ that wins from all vertices.

## 9 Conclusions

The results presented in Section 3 effectively address most open questions regarding halfpositionality in the context of $\omega$-regular languages. Yet, it would be reasonable to seek a "better" characterisation. One drawback of our approach is its conceptual complexity and its exclusive focus on automata; the characterisation is based on syntactic and combinatorial properties of parity automata, rather than on intrinsic language-theoretical properties of the languages they recognise. In this respect, the insights gained about half-positionality are somewhat limited. Therefore, we believe that there is still room for improvement and for a deeper understanding of the class of half-positional $\omega$-regular objectives.

To conclude, we discuss further research directions extending our results.

### 9.1 Positionality of $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$ languages

A potential research direction consists in investigating half-positionality for broader classes of objectives. We initiated this path in Section 8 by studying half-positionality of closed and open objectives. Going further in that direction, the goal is to develop characterisations for more complex objectives defined by topological properties, mainly, higher classes in the Borel hierarchy. A natural first step could be to look at objectives in $\Sigma_{2}^{0}$ and $\Pi_{2}^{0}$, which are, respectively, unions of closed objectives and intersections of open objectives. These classes admit automata-oriented definitions: $\Sigma_{2}^{0}$ are the objectives recognised by deterministic infinite Büchi automata, and $\Pi_{2}^{0}$ those recognised by infinite coBüchi automata [Skr13]. Recently, Ohlmann and Skrzypczak proposed a characterisation of half-positionality for prefixindependent objectives in $\Sigma_{2}^{0}$; however the cases of non-prefix-independent $\Sigma_{2}^{0}$ objectives or $\Pi_{2}^{0}$ objectives are open.

The class of objectives recognised by infinite deterministic parity automata coincides with $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$ : the class of boolean combinations of objectives in $\Sigma_{2}^{0}$ [Skr13] (this is a strict subclass of $\Delta_{3}^{0}=\Sigma_{3}^{0} \cap \Pi_{3}^{0}$ ). We hope to be able to give a characterisation for this class -
as some of the constructions introduced in this work seems to generalise to automata with infinite states. We believe that some properties of half-positional $\omega$-regular objectives could be lifted to $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$ (or even to $\Delta_{3}$ ). In particular, we conjecture that the 1-to-2 player lift (false in general, see Proposition 8.13), holds for $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$-objectives.

- Conjecture 9.1 (1-to-2 player lift in $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$ ). Let $W$ be an objective in $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$ that is half-positional over Eve-games. Then, it is half-positional over all games.

Decidability problems lose their relevance when dealing with classes of objectives defined by topological properties. Therefore, the question of what is a satisfactory characterisation becomes even harder to answer in this context - especially when taking into account that we already have Ohlmann's characterisation based on universal graphs [Ohl23]. A important steps forward would involve proving Conjecture 9.1, as well as Kopczyński's conjecture (Conjecture 1.1) or Ohlmann's neutral letter conjecture (Conjecture 3.8) for the class $\mathcal{B C}\left(\Sigma_{2}^{0}\right)$.

### 9.2 Memory requirements of $\omega$-regular languages

An orthogonal research direction would be to maintain the focus on $\omega$-regular languages, but attempt to characterise their memory requirements rather than just their positionality. A notable effort has already been made in this direction [DJW97, Kop08, CFH14, BFRV23, Cas22, CCL22], however, only characterisations for fairly simple classes of languages are known (Muller [DJW97] and closed languages [CFH14]). To this day, deciding whether Eve can play optimally in (finite or infinite) games using a given $\omega$-regular objective (even an open one) with $\leq k$ states of memory is not know to be decidable. Also, the versions of the 1-to-2-players and finite-to-infinite lifts in the case of memory remain open (see [Van23, Conjecture 9.1.1]).

One difficulty is the multiplicity of models of memory: general, chromatic, $\varepsilon$-memory... (we refer to [Cas23, Chapter IV] for details). Recently, Bouyer, Fijalkow, Randour and Vandenhove showed that computing the chromatic memory requirements of $\omega$-regular open and closed objectives is NP-complete [BFRV23]. This result, together with the NP-completeness of the computation of the chromatic memory requirements of Muller objectives [Cas22], indicates that chromatic memory might be an ill-suited model for these purposes. We believe that the most promising model to focus on in order to advance on this problem is $\varepsilon$-memory, as discussed in [CO23]. A first step required for moving forward involves characterising memory requirements for open objectives. Nevertheless, progress in understanding the general memory for open objectives has remained elusive for more than 10 years [Fij11, CFH14].

The generalisation of the theory of monotone universal graphs to characterise memory, presented in [CO23], offers a promising tool to establish tight upper bounds on memory requirements, which could be valuable to overcome impediments in the advancement of the study of memory for $\omega$-regular objectives.

### 9.3 Minimisation and canonisation of parity automata

For the proof of Theorem 3.1 (Section 5.2), we have introduced new notions concerning congruences for parity automata, as well as different transformations of automata. This transformations exhibit a flavour similar to what one might expect from minimisation algorithms, as their main purpose is to remove redundant states from automata. We believe that this techniques will be valuable for the study of $\omega$-automata in other contexts, as they allow for a fine analysis of the structure of the automata.

Also, a key ingredient in our proof is the use of history-deterministic automata, in particular, a generalisation of the minimisation algorithm for history-deterministic coBüchi automata introduced by Abu Radi and Kupferman [AK22]. We see this fact as further evidence that history-deterministic automata provide canonicity properties.

In fact, we can derive actual concrete statements about the minimisation of automata from our results:

- Proposition 9.2. Deterministic (resp. history-deterministic) parity automata recognising bipositional languages can be minimised in polynomial time.

Proof. A necessary condition for a language $L$ to be bipositional is that it must be recognised by a parity automaton on top of the automaton of residuals (Theorem 7.1). It turns out that such an automaton can be computed in polynomial time.

- Proposition 9.3. Deterministic (resp. history-deterministic) Büchi and coBüchi automata recognising half-positional languages can be minimised in polynomial time.

Proof. In the case of Büchi automata, a half-positional language can be recognised by the automaton of residuals (Propositions 4.14), which is necessary minimal amongst historydeterministic automata.

In the case of coBüchi automata, we obtained that the minimal history-deterministic automaton of Abu Radi and Kupferman, computable in polynomial time, can be taken deterministic for half-positional languages (Section 4.4).

We conjecture that our methods may lead to similar results in the more general case of parity automata, and that minimal automata for half-positional languages can be obtained just by merging states of signature automata.

- Conjecture 9.4. Deterministic and history-deterministic parity automata recognising halfpositional languages can be minimised in polynomial time. Moreover, history-deterministic parity automata for this class of languages are not more succinct than deterministic ones.
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## A Full proofs for Section 5.2

In this Appendix, we include full proofs for all the propositions and lemmas appearing in Section 5.2. In order to be able to tackle these proofs and formalise them in the simplest and cleanest possible way, we first introduce some technical artillery that will come in handy to deal with the structure of layered total preorders of signature automata. We begin by introducing nice transformations of automata equipped with a priority-faithful relation in Section A.1. Then, in Section A. 2 we give the full details of the induction constructing a structured signature automaton for a half-positional language.

## A. 1 Nice transformations of automata

To recursively build a structured signature automaton, we will apply a sequence of transformations to a given $d$-signature automaton $\mathcal{A}$, by removing states and adding or redirecting edges in such a way that relations $\sim_{x}$ are preserved in a strong sense formalised in this section. Before presenting the proofs of the results from Section 5.2, we introduce some notations and prove technical lemmas that will come in handy to reason about (structured) signature automata.

- Global hypothesis. We recall that automata are assumed to be complete and semantically deterministic.


## Automata with a common subautomaton

Let $\mathcal{A}$ be a semantically deterministic automaton with states $Q_{\mathcal{A}}$, and let $\sim_{\mathcal{A}}$ be the congruence given by the equality of residuals. We note that if $\mathcal{B}$ is an automaton with states $Q_{\mathcal{B}} \subseteq Q_{\mathcal{A}}$, relation $\sim_{\mathcal{A}}$ induces an equivalent relation over $Q_{\mathcal{B}}$ (which, in general, is not a congruence nor coincides with the equality of residuals of $\mathcal{B}$ ).

- Lemma A. 1 (Automata preserving the structure of residuals). Let $\mathcal{A}$ be a semantically deterministic parity automaton with states $Q_{\mathcal{A}}$ and let $\mathcal{B}$ be a parity automaton with states $Q_{\mathcal{B}} \subseteq Q_{\mathcal{A}}$. Assume that $\sim_{\mathcal{A}}$ is a congruence over $\mathcal{B}$ and that $\mathcal{B} / \sim_{\mathcal{A}}=\mathcal{A} / \sim_{\mathcal{A}}$. Let $\mathcal{A}^{\prime}$ be a subautomaton of both $\mathcal{A}$ and $\mathcal{B}$. If a word $w \in \Sigma^{\omega}$ admits an accepting run in $\mathcal{B}$ that eventually remains in $\mathcal{A}^{\prime}$, then $w$ is also accepted by $\mathcal{A}$.

Proof. Let

$$
q_{0} \xrightarrow{w_{0}} q_{1} \xrightarrow{w_{1}} q_{2} \xrightarrow{w_{2}} \ldots \xrightarrow{w_{k-1}} q_{k} \xrightarrow{w_{k}} q_{k+1} \xrightarrow{w_{k+1}} \ldots
$$

be an accepting run over $w$ in $\mathcal{B}$ such that the suffix from $q_{k}$ is contained in $\mathcal{A}^{\prime}$ (meaning that both the states and the transitions used are part of $\mathcal{A}^{\prime}$ ). We consider the projection of the prefix of size $k$ of the run in the quotient automaton $\mathcal{B} / \sim_{\mathcal{A}}=\mathcal{A} / \sim_{\mathcal{A}}$. By Lemma 2.15, there is a run over $w_{0} \ldots w_{k-1}$ in $\mathcal{A}, p_{0} \xrightarrow{w_{0}} p_{1} \xrightarrow{w_{1}} \ldots p_{k}$ whose projection over the quotient automaton coincides with the previous one. Therefore, $p_{k} \sim_{\mathcal{A}} q_{k}$, that is, $\mathcal{L}\left(\mathcal{A}_{p_{k}}\right)=\mathcal{L}\left(\mathcal{A}_{q_{k}}\right)$. Since $w_{k+1} w_{k+2} \ldots$ admits an accepting run from $q_{k}$ in $\mathcal{A}$, it also admits an accepting run from $p_{k}$, and $w$ is accepted by $\mathcal{A}$.

## Nice transformations of automata

For $x \in \mathbb{N}$, we denote by $\left.\mathcal{A}\right|_{\geq x}$ the subautomaton of $\mathcal{A}$ induced by the set of transitions using a priority $\geq x$.

- Definition A. 2 (Nice transformation at level $x$ ). Let $\mathcal{A}$ be a semantically deterministic parity automaton over $\Sigma$ with states $Q$, let $x$ be a priority, and let $\sim$ be a $[0, x-1]$-faithful congruence over $\mathcal{A}$. Let $\mathcal{A}^{\prime}$ be a parity automaton over $\Sigma$ with states $Q^{\prime} \subseteq Q$. We denote $\sim$ the induced relation over $Q^{\prime}$. We say that $\mathcal{A}^{\prime}$ is a $\sim$-nice transformation of $\mathcal{A}$ at level $x$ if:
- $\sim$ is a $[0, x-1]$-faithful congruence over $\mathcal{A}^{\prime}$ and $\mathcal{A} / \leq_{x-1}^{\sim}=\left.\mathcal{A}^{\prime}\right|_{\leq x-1} ^{\sim}$,
- $\sim_{\mathcal{A}}$ is a congruence over $\mathcal{A}^{\prime}$ and $\mathcal{A}^{\prime} / \sim_{\mathcal{A}}=\mathcal{A} / \sim_{\mathcal{A}}$, and
- $\left.\mathcal{A}^{\prime}\right|_{\geq x+1}$ coincides with the subautomaton of $\left.\mathcal{A}\right|_{\geq x+1}$ induced by the states in $Q^{\prime}$.

Intuitively, if $\mathcal{A}^{\prime}$ is a nice transformation of $\mathcal{A}$ at level $x$, it means that the only relevant modifications applied to $\mathcal{A}$ concern $x$-transitions. The structure of the quotient automaton for priorities $<x$ is left unchanged, and so is the acceptance of runs that eventually only produce priorities $>x$.

- Remark A.3. We note that if $\sim$ is an equivalence relation that refines $\sim_{\mathcal{A}}$, then the second item of Definition A. 2 is implied by the first one. This is in particular the case if $\sim$ is an equivalent relation $\sim_{x}$ of a $d$-signature automaton, for $0 \leq x \leq d$.
- Lemma A. 4 (Preservation of classes and priorities in nice transformations). Let $\mathcal{A}$ be $a$ semantically deterministic parity automaton equipped with a $[0, x-1]$-faithful congruence $\sim$. Suppose that $\mathcal{A}$ is deterministic over $>$-transitions. Let $\mathcal{A}^{\prime}$ be $a \sim$-nice transformation of $\mathcal{A}$ at level $x$. If $q \sim q^{\prime}$ are two states of $\mathcal{A}^{\prime}$ such that there is path $q \underset{\sim}{w: y} p$ in $\mathcal{A}$, then a path $q^{\prime} \xrightarrow{w: y^{\prime}} p^{\prime}$ in $\mathcal{A}^{\prime}$ satisfies:
- $p \sim p^{\prime}$,
- if $y<x$, then $y^{\prime}=y$, and
- if $y \geq x$, then $y^{\prime} \geq x$.

Proof. The equivalence $p \sim p^{\prime}$ follows from the fact that $\sim$ is a congruence in $\mathcal{A}^{\prime}$ and $\mathcal{A}^{\prime} / \sim_{\mathcal{A}}=\mathcal{A} / \sim_{\mathcal{A}}$. For $y \leq x-1$ or $y^{\prime} \leq x-1$, the equality $y^{\prime}=y$ follows from the equality of the $\leq(x-1)$-quotient automata. This directly implies the third item.

- Lemma A.5. Let $\mathcal{A}$ be a $\varepsilon$-completion that admits a $[0, x]$-faithful congruence $\sim$. If a word $w \in \Sigma^{\omega}$ admits a run such that the minimal priority produced infinitely often is $y \leq x$, then the minimal priority produced infinitely often by any run over $w$ is $y$. In particular, if $y$ is odd, $w$ is rejected with priority $y$.

Proof. Let $q_{0} \xrightarrow{w_{1}: y_{1}} q_{1} \xrightarrow{w_{2}: y_{2}} \ldots$ and $q_{0}^{\prime}=q_{0} \xrightarrow{w_{1}: y_{1}^{\prime}} q_{1}^{\prime} \xrightarrow{w_{2}: y_{2}^{\prime}} \ldots$ be two runs over the same word in $\mathcal{A}\left(q_{0}=q_{0}^{\prime}\right.$ being the initial state of $\left.\mathcal{A}\right)$. Since $\sim$ is a congruence, we obtain by induction that $q_{i} \sim q_{i}^{\prime}$ for every $i$. Moreover, as, for $y \leq x, y$-transitions act uniformly over $\sim$-classes, each time that $y_{i} \leq x$, we have that $y_{i}^{\prime}=x_{i}$.

- Lemma A. 6 (Nice transformations preserve acceptance of most words). Let $\mathcal{A}$ be a semantically deterministic parity automaton equipped with $a[0, x-1]$-faithful congruence $\sim$. Let $\mathcal{A}^{\prime}$ be a ~-nice transformation of $\mathcal{A}$ at level $x$. We have:
- A word $w \in \Sigma^{\omega}$ can be accepted with an even priority $y<x$ in $\mathcal{A}^{\prime}$ if and only if $w$ can be accepted with priority $y$ in $\mathcal{A}$.
- A word $w \in \Sigma^{\omega}$ is rejected with an odd priority $y<x$ in $\mathcal{A}^{\prime}$ if and only if $w$ is rejected with priority $y$ in $\mathcal{A}$.
- If a word $w \in \Sigma^{\omega}$ can be accepted with an even priority $y>x$ in $\mathcal{A}^{\prime}$, then it is accepted by $\mathcal{A}$.

If moreover $\mathcal{A}$ is homogeneous and deterministic over transitions using priorities $>x$, we have:

- If there is a rejecting run over $w \in \Sigma^{\omega}$ in $\mathcal{A}^{\prime}$ producing as minimal priority $y>x$, then $w$ is rejected by $\mathcal{A}$.

Proof. Let $w \in \Sigma^{\omega}$ be a word accepted with a priority $y<x$ in $\mathcal{A}$ (resp. $\mathcal{A}^{\prime}$ ). Then, by Lemma $5.5, w$ is accepted by the quotient automaton $\mathcal{A} / \underline{x}_{x-1}=\left.\mathcal{A}^{\prime}\right|_{\leq x-1}$. Again by Lemma $5.5, w$ is accepted by $\mathcal{A}^{\prime}$ (resp. $\mathcal{A}$ ). The second item is obtained using the same argument, combined with Lemma A.5.

The third item is directly implied by Lemma A.1, as $\left.\mathcal{A}^{\prime}\right|_{\geq x+1}$ is a subautomaton of $\left.\mathcal{A}\right|_{\geq x+1}$.

For the last item, let $q_{0} \xrightarrow{w_{0}} q^{\prime} \xrightarrow{w^{\prime}}$ be a rejecting run over $w$ in $\mathcal{A}^{\prime}$ such that the suffix $q^{\prime} \xrightarrow{w^{\prime}}$ does not produce any priority $\leq x$ (that is, it is contained in $\left.\mathcal{A}^{\prime}\right|_{\geq x+1}$ ). By determinism and homogeneity, this is the only run over $w^{\prime}$ from $q^{\prime}$ in $\mathcal{A}$, and therefore $w^{\prime} \notin \mathcal{L}\left(\mathcal{A}_{q^{\prime}}\right)$. We conclude using the equality $\mathcal{A}^{\prime} / \sim_{\mathcal{A}}=\mathcal{A} / \sim_{\mathcal{A}}$.

## A. 2 From half-positionality to structured signature automata: Full proofs for Section 5.2

We provide all the technical details for the proofs of the propositions appearing in Section 5.2. We first state some useful simple lemmas.

Lemma A.7. Let $W \subseteq \Sigma^{\omega}$ be half-positional over finite, $\varepsilon$-free Eve-games. Then, for every word $u \in \Sigma^{*}$, objective $u^{-1} W$ is half-positional over finite, $\varepsilon$-free Eve-games.

Proof. Any game with vertices $V$ witnessing non-half-positionality of $u^{-1} W$ can be turned into a game witnessing non-half-positionality of $W$ by adding, for every $v \in V$, a fresh vertex $v_{u}$ and a path $v_{u} \xrightarrow{u} v$.

- Lemma A.8. To check if a parity automaton is in normal form, it suffices to verify that, if $q$ and $p$ are in a same positive (resp. negative) SCC and there is a transition $q \xrightarrow{x} p$ producing priority $x>0$ (resp. $x>1$ ), then there are two paths $p m q$ producing as minimal priority $x$ and $x-1$, respectively.

Proof. We do the proof for the case of a positive SCC. Assume that there is a path $q=q_{0} \xrightarrow{x}_{1} q_{1} \xrightarrow{x}_{2} \ldots \xrightarrow{x}_{n} q_{n}=p$ with $x=\min x_{i}>0$. By hypothesis, for $1 \leq i \leq n$, there are paths $q_{i} \operatorname{lr} p x_{i}-1 q_{i-1}$. Concatenating them, we obtain a path $p \xrightarrow[\sim]{x-1} q$. Iterating this process, we can obtain loops $q \leadsto p \leadsto q$ producing as minimal priority any number in $[0, x-1]$. To obtain a path $p \xrightarrow{x} q$, we just use the existence of paths $q_{i} \operatorname{lr} p x_{i} q_{i-1}$.

## A.2.1 Base case: Total order of residual classes

- Lemma A. 9 (Total order of residual classes). Let $W \subseteq \Sigma^{\omega}$ be an $\omega$-regular objective that is half-positional over finite, $\varepsilon$-free Eve-games. Then, $\operatorname{Res}(W)$ is totally ordered by inclusion.

Proof. The proof is almost identical to that of Lemma 4.1. We show the contrapositive. Assume that $W$ has two incomparable residuals, $u_{1}{ }^{-1} W$ and $u_{2}{ }^{-1} W$. We consider first the case $u_{1} \neq \varepsilon$ and $u_{2} \neq \varepsilon$. Take $w_{1} \in u_{1}^{-1} W \backslash u_{2}^{-1} W$ and $w_{2} \in u_{2}^{-1} W \backslash u_{1}^{-1} W$. Thanks to $\omega$-regularity, we can take these words of the form $w_{i}=u_{i}^{\prime}\left(w_{i}^{\prime}\right)^{\omega}$, with $u_{i}^{\prime}, w_{i}^{\prime} \in \Sigma^{+}$, for $i=1,2$. We have
$u_{1} w_{1} \in W, \quad u_{1} w_{2} \notin W$,
$u_{2} w_{1} \notin W, \quad u_{2} w_{2} \in W$.
Consider the $\varepsilon$-free, finite, Eve-game $\mathcal{G}$ represented in Figure 25. Eve wins $\mathcal{G}$ from $v_{1}$ and $v_{2}$ : if a play starts in $v_{i}$, for $i=1,2$, she just has to take the path labelled $u_{i}^{\prime}\left(w_{i}^{\prime}\right)^{\omega}$ from $v_{\text {choice }}$. However, she cannot win from both $v_{1}$ and $v_{2}$ using a positional strategy. Indeed, such positional strategy would choose one path $v_{\text {choice }} \xrightarrow{u_{i}\left(w_{i}^{\prime}\right)}$, and the play induced when starting from $v_{1-i}$ would be losing.


Figure 25 A game $\mathcal{G}$ in which Eve cannot play optimally using positional strategies if $\operatorname{Res}(W)$ is not totally ordered.

Finally, we take care of the case in which $\left[u_{1}\right]=\{\varepsilon\}$ (symmetric for $u_{2}$ ). In that case, we cannot take $u_{1} \neq \varepsilon$. We remark that, since $\left[u_{1}\right] \neq\left[u_{2}\right]$, we can take $u_{2} \neq \varepsilon$. We consider the game from Figure 25 in which we simply remove vertex $v_{1}$. This game is $\varepsilon$-free, and Eve can win from both $v_{2}$ and $v_{\text {choice }}$, but not positionally.

- Global hypothesis. In all the rest of the subsection, we assume that $x \geq 2$.


## A.2.2 Safe centrality and relation $\sim_{x-1}$. Proof of Lemma 5.16

In this paragraph we give a proof of Lemma 5.16. We assume that $x \geq 2$ is an even priority and $\mathcal{A}$ is a deterministic $(x-2)$-structured signature automaton with initial state $q_{\text {init }}$.

- Lemma $5.16((<x)$-safe centralisation). There exists a $(x-2)$-structured signature automaton $\mathcal{A}^{\prime}$ equivalent to $\mathcal{A}$ which is:
- deterministic over transitions with priority different from $x-1$,
- homogeneous,
- history-deterministic, and
- $(<x)$-safe centralised.

Moreover, $\mathcal{A}^{\prime}$ can be obtained in polynomial time from $\mathcal{A}$ and $\left|\mathcal{A}^{\prime}\right| \leq|\mathcal{A}|$.

Hypothesis. During the proof, we will lose the determinism of $\mathcal{A}$. However, in all the subsection we will maintain the three first required properties. In the statements of all lemmas, $\mathcal{A}$ will stand for an $(x-2)$-structured signature automaton that is:

- deterministic over transitions with priority different from $x-1$,
- homogeneous, and
- history-deterministic.

Saturation. We say that an automaton $\mathcal{A}^{\prime}$ is $(x-1)$-saturated if for every state $q$ and letter $a \in \Sigma$, if a transition $q \xrightarrow{a: x-1} p$ exists in $\mathcal{A}^{\prime}$, then $q \xrightarrow{a: x-1} p^{\prime}$ appears in $\mathcal{A}^{\prime}$ for all $p^{\prime} \sim_{x-2} p .{ }^{11}$ The $(x-1)$-saturation of $\mathcal{A}$ is the automaton obtained by adding all those transitions.
$\rightarrow$ Remark A.10. The $(x-1)$-saturation of $\mathcal{A}$ is homogeneous and deterministic over transitions with priority different from $x-1$.

Lemma A.11. The $(x-1)$-saturation of $\mathcal{A}$ is in normal form.
Proof. We use the characterisation of normal form given in Lemma A.8. Let $\mathcal{A}^{\prime}$ be the $(x-1)$-saturation of $\mathcal{A}$. The property of Lemma A. 8 is satisfied for transitions already appearing in $\mathcal{A}$, as $\mathcal{A}$ is assumed to be in normal form. Let $q \xrightarrow{a: x-1} p$ be a transition added by the saturation process, and let $q \xrightarrow{a: x-1} p^{\prime}$ be a transition in $\mathcal{A}$ with $p \sim_{x-2} p^{\prime}$. By Item 5 of the definition of structured signature automaton, there is a path $p \xrightarrow[\sim]{u:>x-2} p^{\prime}$ in $\mathcal{A}$. By normality of $\mathcal{A}$, there are also paths $p^{\prime} \xrightarrow{u_{1}: x-1} q$ and $p^{\prime} \xrightarrow{u_{2}: x-2} q$. We obtain the two desired paths in $\mathcal{A}^{\prime}$ :

$$
p \xrightarrow{u:>x-2} p^{\prime} \xrightarrow{u_{1}: x-1} q, \quad \text { and } \quad p \xrightarrow{u:>x-2} p^{\prime} \xrightarrow{u_{2}: x-2} q \text {. }
$$

The following lemma states that $(x-1)$-saturation is a $\sim_{x-2}$-nice transformation at level $x-1$, so Lemmas A. 6 and A. 4 can be applied. We recall that $\sim_{x-2}$ refines $\sim_{\mathcal{A}}$, so congruence of $\sim_{\mathcal{A}}$ is implied by that of $\sim_{x-2}$.

- Lemma A.12. The $(x-1)$-saturation of $\mathcal{A}$ is $a \sim_{x-2}$-nice transformation of $\mathcal{A}$ at level $x-1$.

Proof. Let $\mathcal{A}^{\prime}$ be the $(x-1)$-saturation of $\mathcal{A}$. It is immediate that $\left.\mathcal{A}\right|_{\geq x}=\left.\mathcal{A}^{\prime}\right|_{\geq x}$. Moreover, the restriction of $\mathcal{A}$ and $\mathcal{A}^{\prime}$ to transitions using priorities $\leq x-2$ coincides, so for each $0 \leq y \leq x-2$, relation $\sim_{x-2}$ is a congruence for $y$-transitions in $\mathcal{A}^{\prime}$ (and therefore these transitions act uniformly by determinism). The congruence for transitions using priority $>(x-2)$ is preserved as we have only added $(x-1)$-transitions that go to the same $\sim_{x-2}$-class. As $\sim_{x-2}$ refines $\sim_{\mathcal{A}}$, the latter relation is also a congruence in $\mathcal{A}^{\prime}$ and $\mathcal{A} / \sim_{\mathcal{A}}=\mathcal{A}^{\prime} / \sim_{\mathcal{A}}$.

Lemma A.13. The $(x-1)$-saturation of $\mathcal{A}$ recognises $\mathcal{L}(\mathcal{A})$. Moreover, it is historydeterministic, homogeneous and deterministic over transitions using priorities different from $x-1$.

Proof. Let $\mathcal{A}^{\prime}$ be the $(x-1)$-saturation of $\mathcal{A}$. We have already noted that it is homogeneous and deterministic over transitions using priority different from $x-1$ (Remark A.10). If $w \in \Sigma^{\omega}$ is accepted by $\mathcal{A}^{\prime}$ (resp. by $\mathcal{A}$ ), it is either accepted with an even priority $y<x-1$ or $y>x-1$. In the first case, since $\mathcal{A}^{\prime}$ is a $\sim_{x-2}$-nice transformation at level $x-1$, Lemma A. 6 allows us to conclude. In the second case, it suffices to apply Lemma A.1.

History-determinism of $\mathcal{A}^{\prime}$ is clear: one can use a resolver for $\mathcal{A}$.

[^9]Redundant safe components. From now on, we suppose that $\mathcal{A}$ is $(x-1)$-saturated.
We say that a ( $\left\langle x\right.$ )-safe component $S$ of $\mathcal{A}$ is redundant if there is $q \in S$ and $q^{\prime} \sim_{x-2} q$, $q^{\prime} \notin S$, such that $\operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}\left(q^{\prime}\right)$. We note that, by normality of $\mathcal{A}$, there are no $(\geq x)$-transitions entering in $S$; that is, there are no transitions $p \xrightarrow{a: \geq x} q$ with $p \notin S$ and $q \in S$.

- Remark A.14. Automaton $\mathcal{A}$ is $(<x)$-safe centralised if and only if it does not contain any redundant ( $<x$ )-safe component.
- Lemma A.15. If $\mathcal{A}$ contains some redundant $(<x)$-safe component, we can find one of them in polynomial time.

Proof. The computation of the $(<x)$-safe components of $\mathcal{A}$ can be done by simply a decomposition in SCC of $\left.\mathcal{A}\right|_{>x}$. For each pair of states $q \sim_{x-2} q^{\prime}$ in different $(<x)$-safe components we just need to check the inclusion $\operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}\left(q^{\prime}\right)$, which can be done in polynomial time.

- Lemma A.16. Let $S$ be a redundant $(<x)$-safe component of $\mathcal{A}$, and let $S^{\prime}$ be a different $(<x)$-safe component such that there are $q_{0} \in S$ and $q_{0}^{\prime} \in S^{\prime}$, with $q_{0} \sim_{x-2} q_{0}^{\prime}$ and $\operatorname{Safe}_{<x}\left(q_{0}\right) \subseteq \operatorname{Safe}_{<x}\left(q_{0}^{\prime}\right)$. Then, for each $q \in S$ there is $q^{\prime} \in S^{\prime}$ such that $q \sim_{x-2} q^{\prime}$ and Safe $_{<x}(q) \subseteq$ Safe $_{<x}\left(q^{\prime}\right)$.

Proof. For each $q \in S$, pick $u \in \Sigma^{*}$ such that $q_{0} \xrightarrow{u: \geq x} q$. We let $q^{\prime}$ be such that $q_{0}^{\prime} \xrightarrow{u} q^{\prime}$. Since $u \in \operatorname{Safe}_{<x}\left(q_{0}\right) \subseteq \operatorname{Safe}_{<x}\left(q_{0}^{\prime}\right)$, this latter path produces priority $\geq x$ and, by normality, $q^{\prime}$ is in $S^{\prime}$. As $\sim_{x-2}$ is a congruence for ( $\geq x-2$ )-transitions, $q^{\prime} \sim_{x-2} q$. By monotonicity for safe languages (Lemma 5.11), we also have $\operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}\left(q^{\prime}\right)$.

Removing redundant safe components. For now on, fix $S$ to be a redundant ( $<x$ )-safe component of $\mathcal{A}$, and $S^{\prime}$ a different ( $<x$ )-safe component as in the previous lemma. For each $q \in S$, we let $f(q) \in S^{\prime}$ such that $q \sim_{x-2} f(q)$ and $\operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}(f(q))$. We extend $f$ to all of $Q$ by setting it to be the identity over $Q \backslash S$.

We define the automaton $\mathcal{A}^{\prime}$ as follows:

- The set of states is $Q^{\prime}=Q \backslash S$.
- The initial state is $f\left(q_{\text {init }}\right)$.
= For each $p \in Q^{\prime}$, if $p \xrightarrow{a: y} q$ is a transition in $\mathcal{A}$, we let $p \xrightarrow{a: y} f(q)$ in $\mathcal{A}^{\prime}$.
We note that, if $q \notin S$, all transitions $p \xrightarrow{a: y} q$ in $\mathcal{A}$ are left unchanged. In particular, the $(\geq x)$-transitions of $\mathcal{A}^{\prime}$ are the restriction of those appearing in $\mathcal{A}, \mathcal{A}^{\prime}$ is $(x-1)$-saturated, and $(<x)$-transitions in $\mathcal{A}$ not entering in $S$ appear in $\mathcal{A}^{\prime}$ too. We say that transitions $p \xrightarrow{a: y} q$ of $\mathcal{A}$ such that $q \in S$ have been redirected in $\mathcal{A}^{\prime}$.

Proof. We have that $\left.\mathcal{A}^{\prime}\right|_{\geq x}$ is the subautomaton of $\left.\mathcal{A}\right|_{\geq x}$ induced by states in $Q^{\prime}$. We show that $\sim_{x-2}$ is $[0, x-2]$-faithful in $\mathcal{A}^{\prime}$. Transitions that have not been redirected satisfy the congruence requirements, as they satisfy them in $\mathcal{A}$. Let $p \xrightarrow{a: y} q$ and $p^{\prime} \xrightarrow{a: y^{\prime}} q_{0}^{\prime}$ be two transitions in $\mathcal{A}^{\prime}$ such that $y \leq x-2, p \sim_{x-2} p^{\prime}$ and such that the second transition has been redirected from $p^{\prime} \xrightarrow{a: y^{\prime}} q^{\prime}$ (the first transition is possibly a redirected one too). By the congruence property in $\mathcal{A}$, we have that $y^{\prime}=y$ and $q \sim_{x-2} q^{\prime}$. Since $q^{\prime} \sim_{x-2} q_{0}^{\prime}$, we conclude by transitivity. The equality $\mathcal{A}^{\prime} / \sim_{\leq x-1}^{x-2}=\mathcal{A} / \sim_{x x-1} \sim_{x-2}$ simply follows from the fact that redirected transitions have been defined preserving the $\sim_{x-2}$-classes.

As $\sim_{x-2}$ refines $\sim_{\mathcal{A}}$, the latter relation is also a congruence in $\mathcal{A}^{\prime}$ and $\mathcal{A} / \sim_{\mathcal{A}}=\mathcal{A}^{\prime} / \sim_{\mathcal{A}}$.

- Lemma A. 18 (Correctness of the removal of redundant components). For every state $q^{\prime} \in Q^{\prime}$, we have $\mathcal{L}\left(\mathcal{A}_{q^{\prime}}^{\prime}\right)=\mathcal{L}\left(\mathcal{A}_{q^{\prime}}\right)$. In particular, these automata are equivalent. Moreover, automaton $\mathcal{A}^{\prime}$ is deterministic over transitions with priority different from $x-1$, homogeneous and history-deterministic.

Proof. The fact that $\mathcal{A}^{\prime}$ is deterministic over transitions with priority different from $x-1$ and homogeneous is immediate from its definition. We show the equality of languages for the initial state. The proof is identical for a different state.

The inclusion $\mathcal{L}\left(\mathcal{A}^{\prime}\right) \subseteq \mathcal{L}(\mathcal{A})$ directly follows from Lemma A.6.
We describe a sound resolver witnessing $\mathcal{L}(\mathcal{A}) \subseteq \mathcal{L}\left(\mathcal{A}^{\prime}\right)$ and history-determinism. Take a sound resolver $r$ in $\mathcal{A}$, let $w \in \Sigma^{\omega}$, and write

$$
\rho=p_{0} \xrightarrow{w_{0}} p_{1} \xrightarrow{w_{1}} \ldots
$$

for the run in $\mathcal{A}$ induced by r over $w$. We will build a resolver $r^{\prime}$ in $\mathcal{A}^{\prime}$ satisfying the property that the run induced over $w, \rho^{\prime}=p_{0}^{\prime} \xrightarrow{w_{0}} p_{1}^{\prime} \xrightarrow{w_{1}} \ldots$ is in one of the following (non-excluding) cases:
a) produces priorities $<x-1$ infinitely often,
b) eventually produces only priorities $\geq x$,
c) $p_{i} \sim_{x-2} p_{i}^{\prime}$ and $\operatorname{Safe}_{<x}\left(p_{i}\right) \subseteq \operatorname{Safe}_{<x}\left(p_{i}^{\prime}\right)$ for every $i$ sufficiently large.
$\triangleright$ Claim A.18.1. A resolver $r^{\prime}$ satisfying the property above accepts all words in $\mathcal{L}(\mathcal{A})$.
Proof. Suppose that $w \in \mathcal{L}(\mathcal{A})$, that is, the run $\rho$ induced by $r$ is accepting. Let $\rho^{\prime}$ be the run induced over $w$ by $r^{\prime}$ in $\mathcal{A}^{\prime}$. We distinguish two cases, according to the priorities produced by the run $\rho$ in $\mathcal{A}$ :

If $\rho$ produces priorities $<x-1$ infinitely often. Then Lemma A. 6 allows us to conclude.
If $\rho$ eventually only produces priorities $\geq x-1$. Then, the two first items of Lemma A. 6 tells us that $\rho^{\prime}$ eventually only produces priorities $\geq x-1$ too (so we are not in Case a). We show that $\rho^{\prime}$ eventually only produces priorities $>x-1$; the last item of Lemma A. 6 allows us to conclude (we recall that $\mathcal{A}^{\prime}$ is a $\sim_{x-2}$-nice transformation at level $x-1$ ). If we are in Case b , this property is trivially satisfied. Suppose that we are in Case c, and let $k>0$ be such that the suffix of $\rho$ from $q_{k}$ only produces priorities $\geq x$ and such that $\operatorname{Safe}_{<x}\left(p_{i}\right) \subseteq \operatorname{Safe}_{<x}\left(p_{i}^{\prime}\right)$ for $i \geq k$. Therefore, there is a run over $w_{k} w_{k+1} \ldots$ from $p_{k}^{\prime}$ producing exclusively priorities $\geq x$. By determinism over transitions with priority $\geq x$, this run is the one induced by $\mathrm{r}^{\prime}$.

We finally show how to construct a resolver with this property. We let $p_{0}^{\prime}=f\left(p_{0}\right)$, and assume $\rho^{\prime}$ constructed up to $p_{i}^{\prime}$ satisfying that $p_{i}^{\prime} \sim_{x-2} p_{i}$.

If there is a transition $p_{i}^{\prime} \xrightarrow{w_{i}: y} p_{i+1}^{\prime}$ with $y \neq x-1$, then we take this one (there is no other option), which satisfies $p_{i+1} \sim_{x-2} p_{i+1}^{\prime}$ by Lemma A.17. Moreover, if $y \geq x$ and $\operatorname{Safe}_{<x}\left(p_{i}\right) \subseteq \operatorname{Safe}_{<x}\left(p_{i}^{\prime}\right)$, then $\operatorname{Safe}_{<x}\left(p_{i+1}\right) \subseteq \operatorname{Safe}_{<x}\left(p_{i+1}^{\prime}\right)$ by Lemma 5.11. If there is a transition $p_{i}^{\prime} \xrightarrow{w_{i}: x-1}$, we take $p_{i+1}^{\prime}=f\left(p_{i+1}\right)$ (this transition exists in $\mathcal{A}^{\prime}$ by $x-1$-saturation, as $\left.p_{i}^{\prime} \sim_{x-2} p_{i}\right)$.

We show that this resolver satisfies the desired property. Suppose that we are not in the two first cases, that is, $\rho^{\prime}$ eventually only produces priorities $\geq x-1$, and it produces priority $x-1$ infinitely often. Take a suffix $p_{k}^{\prime} \xrightarrow{w_{k}: y_{k}} p_{k+1}^{\prime} \xrightarrow{w_{k+1}: y_{k+1}} \ldots$ of $\rho^{\prime}$ such that no priority $<x-1$ is produced and such that $y_{k}=x-1$. Then, by definition of the transitions using $x-1$ chosen by the resolver, $p_{k+1}^{\prime}=f\left(p_{k+1}\right)$, so $\operatorname{Safe}_{<x}\left(p_{k+1}\right) \subseteq \operatorname{Safe}_{<x}\left(p_{k+1}^{\prime}\right)$. We conclude by induction, as transitions taken by the resolver using priorities $\geq x-1$ preserve the inclusion of $(<x)$-safe languages.

Transformation preserves being a structured signature automaton. To be able to finish the proof of Lemma 5.16 , we just need to show that $\mathcal{A}^{\prime}$ is a $(x-2)$-structured signature automaton. We give some technical lemmas that will help us show this.

- Lemma A.19. Let $q$ and $p$ be two states of $\mathcal{A}^{\prime}$. There is a path $q \underset{\sim}{w: x-1} p$ in $\mathcal{A}$ if and only if there is a path $q \xrightarrow[\sim]{w: x-1} p$ in $\mathcal{A}^{\prime}$.

Proof. If a path $q \xrightarrow[\sim]{w: x-1} p$ appears in $\mathcal{A}^{\prime}$, the very same path also exists in $\mathcal{A}$.
Suppose now that a path $\rho=q \stackrel{w: x-1}{\sim} p$ exists in $\mathcal{A}$. Let $S$ be the $<x$-safe component that has been removed from $\mathcal{A}$. If the path $\rho$ does not cross $S$, then it also appears in $\mathcal{A}$. Suppose that it enters in $S$. We remark that, by normality and by the definition of safe component, each time that $\rho$ enters or exists $S$, it produces priority $x-1$. We consider the last time that $\rho$ enters and exists $S$ :

$$
q \xrightarrow{u_{1}: \geq x-1} q_{1} \stackrel{u_{2}: \geq x}{\sim} q_{2} \stackrel{a: x-1}{ } q_{3} \stackrel{u_{3}: \geq x-1}{\sim n} p
$$

with $w=u_{1} u_{2} a u_{3}, q_{3} \notin S$, and the path $q_{3} \xrightarrow{u_{3}} p$ does not enter $S$ (so it also appears in $\mathcal{A}^{\prime}$ ). Consider any run over $u_{1} u_{2}$ from $q$ in $\mathcal{A}^{\prime}$ :

$$
q \stackrel{u_{1}: \geq x-1}{\sim} q_{1}^{\prime} \stackrel{u_{2}: \geq x-1}{\sim} q_{2}^{\prime} .
$$

As $\sim_{x-2}$ is a $[0, x-2]$-faithful congruence, we have that $q_{2} \sim_{x-2} q_{2}^{\prime}$. As $\mathcal{A}^{\prime}$ is $x-1$-saturated, there is a transition $q_{2}^{\prime} \xrightarrow{a: x-1} q_{3}$. Therefore, we obtain in $\mathcal{A}^{\prime}$ the path:

$$
q \xrightarrow{u_{1}: \geq x-1} q_{1}^{\prime} \xrightarrow{u_{2}: \geq x-1} q_{2}^{\prime} \xrightarrow{a: x-1} q_{3} \xrightarrow{u_{3}: \geq x-1} p .
$$

- Lemma A.20. Let $q$ and $p$ be two states of $\mathcal{A}^{\prime}$ and let $y$ be any priority. There is a path $q \xrightarrow{w: y} p$ in $\mathcal{A}$ if and only if there is a path $q \stackrel{w^{\prime}: y}{\sim} p$ in $\mathcal{A}^{\prime}$.

Proof. If $y \geq x, q$ and $p$ are in the same $(<x-1)$-safe component. Since the $(<x-1)$-safe components in $\mathcal{A}^{\prime}$ are safe components in $\mathcal{A}$, the result is clear in this case.

If $y=x-1$, the result is assured by the previous Lemma A.19.
Assume $y<x-1$. Suppose that there is a path $q \xrightarrow{w: y} p$ in $\mathcal{A}$ (the proof is analogous if we take this path in $\mathcal{A}^{\prime}$ ), and let $q \underset{m}{w: y^{\prime}} p^{\prime}$ be the run over $w$ from $q$ in $\mathcal{A}^{\prime}$. As $\mathcal{A}^{\prime}$ is a $\sim_{x-2}$-nice transformation, by Lemma A.4, we have that $y^{\prime}=y$ and $p \sim_{x-2} p^{\prime}$. As $\mathcal{A}$ satisfies Item 5 from the definition of a structured signature automaton, there is a path $p^{\prime} \xrightarrow{u: \geq x-1} p$ in $\mathcal{A}$. By Lemma A.19, such a path also exists in $\mathcal{A}^{\prime}$, so we can take $w^{\prime}=w u$, giving us a path $q \xrightarrow{w: y} p^{\prime} \xrightarrow{u:>y} p$.

Previous lemma tells us, in particular, that for every $(<) y$-safe component $S_{i}^{<y}$ of $\mathcal{A}$, the intersection of $S_{i}^{<y}$ with $Q^{\prime}$ constitute the states of a $(<) y$-safe component in $\mathcal{A}^{\prime}$. Therefore, automaton $\mathcal{A}^{\prime}$ inherits the decomposition in $(<) y$-safe component $S_{1}^{<y}, \ldots, S_{k_{y}}^{<y}$ from $\mathcal{A}$, for each $y$; we simply remove those components whose intersection with $Q^{\prime}$ is empty.

- Lemma A.21. Automaton $\mathcal{A}^{\prime}$ is a $(x-2)$-structured signature automaton.

Proof. We go through all the conditions of the definition of a $(x-2)$-structured signature automaton. We recall that, by Lemma A.17, the relation $\sim_{x-2}$ is $[0, x-2]$-faithful congruence in $\mathcal{A}^{\prime}$.

Normal form. We check that $\mathcal{A}^{\prime}$ satisfies the hypothesis of the characterisation from Lemma A.8. We let $q^{\prime} \xrightarrow{a: y} p^{\prime}$ be a transition in $\mathcal{A}^{\prime}$. If it is not a redirected transition, it exists in $\mathcal{A}$, so we can conclude by normalisation of $\mathcal{A}$ and Lemma A.20. Assume that $q^{\prime} \xrightarrow{a: y} p^{\prime}$ is a transition that has been redirected from $q^{\prime} \xrightarrow{a: y} p$. In particular, $p \sim_{x-2} p^{\prime}$ and $y<x$. By Item 5 of the definition of structured signature automaton applied to $\mathcal{A}$, there is a path $p^{\prime} \xrightarrow{w:>y} p$ in $\mathcal{A}$, and by normality, there is a returning paths $p \xrightarrow[\sim]{u_{1}: y} q$ and $p \stackrel{u_{2}: y-1}{\sim} q$. Again, Lemma A. 20 allows us to find the desired returning paths in $\mathcal{A}^{\prime}$.
Item 1. By Lemma A .18 , the residuals in $\mathcal{A}^{\prime}$ correspond to those in $\mathcal{A}$, so preorder $\leq_{0}$ correspond to their inclusion in $\mathcal{A}^{\prime}$ too.

Item 2. By the previous remarks, for all $y$, the $(<y)$-safe components of $\mathcal{A}^{\prime}$ are obtaining by taking the intersection with those in $\mathcal{A}$. Therefore, odd preorders $\leq_{y-1}$ correspond to the order of $(<y)$-safe components on $\mathcal{A}^{\prime}$.
Item 3. As $\mathcal{A}^{\prime}$ is a $\sim_{x-2}$-nice transformation at level $x-1$, for every $y<x-1$ and state $q^{\prime}$ in $\mathcal{A}^{\prime}$, $\operatorname{Safe}_{<y}^{\mathcal{A}^{\prime}}\left(q^{\prime}\right)=\operatorname{Safe}_{<y}^{\mathcal{A}}\left(q^{\prime}\right)$. Therefore, the preorders at even levels $\leq_{y}$ correspond to the inclusion of safe languages in $\mathcal{A}^{\prime}$, as they do in $\mathcal{A}$.
Item 4. Let $q$ and $q^{\prime}$ be two states in $\mathcal{A}^{\prime}$ such that $q \sim_{y} q^{\prime}$, for $y \leq x-2$ even, and let $q \xrightarrow{a: y^{\prime}} p$ for $y^{\prime} \leq y$ and $q^{\prime} \xrightarrow{a: z} p^{\prime}$. As $\mathcal{A}^{\prime}$ is a nice transformation, $y^{\prime}=z$. If the first of these transitions is not a redirected one, then, by strong congruence of $\leq(x-2)$-priorities in $\mathcal{A}$, neither is the second one, and $p=p^{\prime}$. Assume that these transitions have been redirected from, $q \xrightarrow{a: y^{\prime}} p_{1}$ and $q^{\prime} \xrightarrow{a: y^{\prime}} p_{1}^{\prime}$. Then, as Item 4 is satisfied in $\mathcal{A}, p_{1}=p_{1}^{\prime}$, so $p=f\left(p_{1}\right)=f\left(p_{1}^{\prime}\right)=p^{\prime}$.
Item 5. Directly follows from Lemma A .20 and the fact that $\mathcal{A}$ satisfies this property.
Item 6. Follows from the fact that if $q \sim_{y-1} p$ in $\mathcal{A}^{\prime}$, then $q \nsim y-1^{p}$ in $\mathcal{A}$; and the equality $\operatorname{Safe}_{<y}^{\mathcal{A}^{\prime}}(q)=\operatorname{Safe}_{<y}^{\mathcal{A}}(q)$.

Obtaining Lemma 5.16. We have all the necessary elements to deduce Lemma 5.16. Using Lemma A.15, we can decide whether $\mathcal{A}$ contains a redundant $(<x)$-safe component in polynomial time. If it contains none, $\mathcal{A}$ is already $(<x)$-safe centralised. While we can find redundant safe components, we remove them applying the transformation described above. This transformation can clearly be done in polynomial time, and by Lemmas A. 18 and A.21, the obtained automaton recognises the correct language and preserves all the hypothesis assumed in the induction.

## A.2.3 Existence of uniform words and synchronising separating runs

We now provide proofs for Lemmas 5.18 and 5.19. In Section 5.2, we derived totality of the order $\leq_{x}$ in each $\sim_{x-1}$-component from these lemmas (c.f. Lemma 5.20).

Hypothesis. In all the subsection we assume that $x$ is an even priority and $\mathcal{A}$ is a $(x-2)$ structured signature automaton with initial state $q_{\text {init }}$ that is moreover:

- deterministic over transitions with priority different from $x-1$,
- homogeneous,
- history-deterministic, and
- ( $<x$ )-safe centralised.


## Words producing priority $x$ uniformly.

- Lemma 5.18 (Existence of uniform words). Let $p$ and $q$ be two states from the same $(<x)$ safe component. There is a word $w \in \Sigma^{*}$ producing priority $x$ uniformly in $[q]_{x}$ leading to $[p]_{x}$.

Proof. The fact that for such paths we must have $p_{1} \sim_{x} p_{2}$ follows from the monotonicity of safe languages (Lemma 5.11) and the fact that $(\geq x)$-transitions preserve $\sim_{x-1}$-classes.

We let $\left\{q_{1}, q_{2}, \ldots, q_{k}\right\}$ be an enumeration of the states of $[q]_{x}$.
$\triangleright$ Claim 5.18.1. For each $q_{i} \in[q]_{x}$ there is a word $u_{i} \in \Sigma^{*}$ such that $q_{i} \xrightarrow{u_{i}: x} q_{i}$.
Proof. Since $q_{i}$ and $q$ are in the same $(<x)$-safe component, there is a word $u_{i}^{\prime}$ such that $q_{i} \xrightarrow{u_{i}^{\prime}: \geq x} q$. By normality, there is a word $u_{i}^{\prime \prime}$ such that $q \xrightarrow[\sim]{u_{i}^{\prime \prime}: x} q_{i}$. We just take $u_{i}=u_{i}^{\prime} u_{i}^{\prime \prime}$.

We will define $k$ finite words $w_{1}, w_{2} \ldots, w_{k} \in \Sigma^{*}$ satisfying:

- For $q^{\prime} \in[q]_{x}$ and for every $i \leq k, q^{\prime} \xrightarrow{w_{1} w_{2} \ldots w_{i}: \geq x}[q]_{x}$.
- $q_{j} \xrightarrow{w_{1} w_{2} \ldots w_{i}: x}[q]_{x}$ for every $j \leq i$.

In order to obtain these properties, we just define recursively $w_{1}=u_{1}$ and $w_{i}=u_{j}$, for $u_{j}$ as given by the previous claim, if:

$$
q_{i} \xrightarrow{w_{1} w_{2} \ldots w_{i-1}: \geq x} q_{j} .
$$

Finally, we let $w=w_{1} w_{2} \ldots w_{k} w$, which first produces priority $x$ when read from any state of $[q]_{x}$, and then goes to the $\sim_{x}$-class of $p$ producing priorities $\geq x$.

Resolvers implemented by finite memories. For the upcoming proofs, we need to introduced the notion of memories for resolvers. Let $\mathcal{A}=\left(Q, \Sigma, q_{\text {init }}, \Delta, \mathrm{p}\right)$ be a non-deterministic automaton. A memory structure for $\mathcal{A}$ is a tuple $\left(M, m_{\text {init }}, \mu, \sigma\right)$, where $M$ is a set of memory states, $m_{\text {init }} \in M$ is an initial state, $\mu: M \times \Delta \rightarrow M$ is an update function and $\sigma: Q \times M \times \Sigma \rightarrow \Delta$. It implements a resolver r if for all $a \in \Sigma, \mathrm{r}(\varepsilon, a)=\sigma\left(q_{\text {init }}, m_{\text {init }}, a\right)$ and for all $\rho \in \Delta^{+}$ending in $p, r(\rho, a)=\sigma\left(p, \mu\left(m_{\text {init }}, \rho\right), a\right)$.

- Lemma A. 22 ([BKKS13]). Every history-deterministic $\varepsilon$-completion admits a sound resolver implemented by a finite memory structure.

In the rest of the subsection we fix a sound resolver $r$ for $\mathcal{A}$ implemented by a memory structure $\mathcal{M}=\left(M, m_{\text {init }}, \mu\right)$. For simplicity, we assume that every pair of a state and a memory state $(q, m)$ is reachable using $r$, that is, there is some word $w \in \Sigma^{*}$ such that $\rho=q_{\text {init }} \xrightarrow[r]{w} q$ and $\mu\left(m_{\text {init }}, \rho\right)=m$. It is easy to see that we can get rid of this assumption in the upcoming proof just by ignoring pairs $(q, m)$ that are not reachable.

For $(q, m) \in Q \times M$, we let $(q, m) \xrightarrow{w}\left(q^{\prime}, m^{\prime}\right)$ be the (unique) run induced by r from $q$ when the memory structure is in state $m$. We extend notations of the form $(q, m) \underset{ヨ}{w: r} r q^{\prime}$ in the natural way; the previous one means that there exists $u_{0} \in \Sigma^{*}$ such that the induced run of r is $\rho=q_{\text {init }} \xrightarrow{u_{0}} q, \mu\left(m_{\text {init }}, \rho\right)=m$ and $q_{\text {init }} \xrightarrow{u_{0} w} q^{\prime}$, producing priority $x$ in the second part of this run.

As $\mathcal{A}$ is deterministic over transitions using priorities $\geq x$, we may omit the subscript r in paths producing no priority $<x$.

## Synchronising separating runs.

$\checkmark$ Lemma 5.19 (Synchronisation of separating runs). Suppose that $q \sim_{x-1} q^{\prime}$ and $q \not \leq_{x} q^{\prime}$ and let $p \in[q]_{x-1}$. There is a word $w \in \Sigma^{+}$such that $[q]_{x} \underset{\sim}{w: x-1}[p]_{x}$ and $\left.\left[q^{\prime}\right]_{x} \underset{\forall}{w: x}, r, r\right]_{x}$.

Proof. We first show that we can force to produce priority $x-1$ from $[q]_{x}$, while remaining safe from $[q]_{x}$.
$\triangleright$ Claim 5.19.1. There is a word $u \in \Sigma^{+}$such that for all $s \in[q]_{x}$ :

$$
\left.s \xrightarrow[\sim]{u: x-1}, \quad \text { and } \quad\left[q^{\prime}\right]_{x} \xrightarrow[\forall]{\xrightarrow{x}, r}, r p\right]_{x} .
$$

Proof. By definition of the preorder $\leq_{x}$, there is a word $u_{1} \in \Sigma^{+}$such that for all $s \in[q]_{x}$ and $s^{\prime} \in\left[q^{\prime}\right]_{x}, s \underbrace{u_{1}: x-1}_{\underbrace{\prime}, r}$ and $s^{\prime} \underbrace{u_{1}: \geq x}_{1}$. By normality, we can extend this word so that $q^{\prime} \xrightarrow[r]{u_{1}^{\prime}: \geq x} q^{\prime}$; by monotonicity of safe languages all runs from $\left[q^{\prime}\right]_{x}$ reading $u_{1}^{\prime}$ go back to $\left[q^{\prime}\right]_{x}$. Applying Lemma 5.18, we obtain $u_{2}$ that produces priority $x$ uniformly in $\left[q^{\prime}\right]_{x}$ and goes to $[p]_{x}$. We take $u=u_{1}^{\prime} u_{2}$, which satisfies $\left[q^{\prime}\right]_{x} \xrightarrow[r]{u: x}[p]_{x}$, and it produces at least one occurrence of priority $x-1$ from every state $s \in[q]_{x}$. By $[0, x-2]$-faithfulness, a run $s \xrightarrow{u}$ only produces priorities $\geq x-1$, which concludes.
$\triangleright$ Claim 5.19.2. Let $p^{\prime} \sim_{x-2} q$ and let $m \in M$ be a memory state. Then there is a word $w_{q, m}$ such that:

$$
(q, m) \xrightarrow{w_{q, m}: \geq x-1}\left[p^{\prime}\right]_{x}, \text { and }\left[p^{\prime}\right]_{x} \xrightarrow[\sim]{w_{q, m}: x}\left[p^{\prime}\right]_{x} .
$$

Proof. We distinguish two cases. First, assume that $\operatorname{Safe}_{<x}(q) \subseteq \operatorname{Safe}_{<x}\left(p^{\prime}\right)$. In this case, by $<x$-safe centrality of $\mathcal{A}, q$ and $p^{\prime}$ are in the same $<x$-safe component so $q \sim_{x-1} p^{\prime}$ (and $q \leq_{x} p^{\prime}$ ). Let $p_{\max }^{\prime}$ be a state in $\left[p^{\prime}\right]_{x-1}$ such that $p^{\prime} \leq_{x} p_{\max }^{\prime}$, and maximal with this property. Let $w_{1} \in \Sigma^{*}$ be a word such that $q \xrightarrow{w_{1}: \geq x} p_{\text {max }}^{\prime}$ (which exists because these two states are in the same $<x$-safe component). By monotonicity of safe languages, $p^{\prime} \xrightarrow[\sim]{w_{1}: \geq x} p^{\prime \prime}$ with $p_{\max }^{\prime} \leq_{x} p^{\prime \prime}$. By maximality of $p_{\max }^{\prime}$, we must have $p^{\prime \prime} \sim_{x} p_{\max }^{\prime}$. Finally, let $w_{2} \in \Sigma^{*}$ such that $p^{\prime \prime} \xrightarrow{w_{2}: x} p^{\prime}$ producing priority $x$ uniformly in the class $\left[p^{\prime \prime}\right]_{x}$ (which exists by Lemma 5.18). We obtain $q \xrightarrow{w_{1}: \geq x} p_{\text {max }}^{\prime} \xrightarrow{w_{2}: x}\left[p^{\prime}\right]_{x}$ and $\left[p^{\prime}\right]_{x} \xrightarrow{w_{1}: \geq x}\left[p_{\text {max }}^{\prime}\right]_{x} \xrightarrow{w_{2}: x}\left[p^{\prime}\right]_{x}$ as required.

Assume now that $\operatorname{Safe}_{<x}(q) \nsubseteq \operatorname{Safe}_{<x}\left(p^{\prime}\right)$. In that case, we can find a word $w_{1} \in$ $\operatorname{Safe}_{<x}\left(p^{\prime}\right) \backslash \operatorname{Safe}_{<x}(q)$. By Lemma 5.18 , we may assume that it produces priority $x$ uniformly from $\left[p^{\prime}\right]_{x}$ and comes back to this class. Moreover, by faithfulness, it cannot produce priorities $\leq x-2$ and respects the $\sim_{x-2}$-classes. Thus:

$$
(q, m) \xrightarrow[\sim]{w_{1}: x-1}\left(q_{1}, m_{1}\right), \text { with } q_{1} \sim_{x-2} p^{\prime}, \text { and } \quad\left[p^{\prime}\right]_{x} \xrightarrow{w_{1}: x}\left[p^{\prime}\right]_{x} .
$$

If $\operatorname{Safe}_{<x}\left(q_{1}\right) \subseteq \operatorname{Safe}_{<x}\left(p^{\prime}\right)$, we can conclude by using the first case. While we do not have this inclusion, we build, using the argument above, a sequence of words $w_{1}, w_{2}, \ldots$ such that:

$$
\left(q_{i}, m_{i}\right) \xrightarrow{w_{i}: x-1}\left(q_{i+1}, m_{i+1}\right), \text { and }\left[p^{\prime}\right]_{x} \xrightarrow{w_{i}: x}\left[p^{\prime}\right]_{x} .
$$

This sequence cannot be infinite. If it were the case, resolver $r$ would induce a rejecting run over $w_{1} w_{2} \ldots$ from $(q, m)$, and an accepting from $p^{\prime}$. This is a contradiction, as the
equivalence $q \sim_{x-2} p$ implies $\mathcal{L}\left(\mathcal{A}_{q}\right)=\mathcal{L}\left(\mathcal{A}_{p^{\prime}}\right)$ (since $\sim_{x-2}$ refines $\left.\sim_{\mathcal{A}}\right)$. Therefore, for some $k$ we must have $\operatorname{Safe}_{<x}\left(q_{k}\right) \subseteq \operatorname{Safe}_{<x}\left(p^{\prime}\right)$ and we can extend the path as wanted using the first case.

We may finally deduce the result of Lemma 5.19 from the two previous claims. First, we read the word $u$ from Claim 5.19.1, which forces to produce priority $x-1$ from any state in $[q]_{x}$. We now show how to use Claim 5.19.2 to redirect each state, one by one, to the class $[p]_{x}$.

We let $\left(q_{1}, m_{1}\right), \ldots,\left(q_{k}, m_{k}\right)$ be an enumeration of all states such that there exists $s \in[q]_{x}$ with $s \xrightarrow[\exists]{u: x-1}\left(q_{i}, m_{i}\right)$. We note that, by [ $\left.0, x-2\right]$-faithfulness, $q_{i} \sim_{x-2} q \sim_{x-2} p$. We recursively build a sequence of $k$ words, $w_{1}, \ldots, w_{k} \in \Sigma^{*}$ by setting:

$$
\left(q_{i}, m_{i}\right) \xrightarrow{w_{1} \ldots w_{i-1}: \geq x-1}\left(q_{i}^{\prime}, m_{i}^{\prime}\right) \xrightarrow[r]{w_{i}: \geq x-1}[p]_{x} \text { and }[p]_{x} \underset{\sim}{w_{i}: x} \underset{\sim}{w_{i}}[p]_{x} .
$$

We can indeed do this by letting $w_{i}=w_{q_{i}^{\prime}, m_{i}^{\prime}}$ as given by Claim 5.19.2, as by [0, x-2]faithfulness $q_{i}^{\prime} \sim_{x-2} p$.

The word $w_{1} \ldots w_{i}$ satisfies that, for $j \leq i,\left(q_{j}, m_{j}\right) \xrightarrow{w_{1} \ldots w_{i}: \geq x-1}[p]_{x}$. We conclude the proof of the lemma by putting $w^{\prime}=u w_{1} \ldots w_{k}$.

## A.2.4 Re-determinisation

We give the proof of Lemma 5.21 , that is, we show that we can obtain an equivalent deterministic automaton from $\mathcal{A}$ while preserving all the obtained structure of total preorders satisfying the conditions of a structured signature automaton.

Hypothesis. We assume that $\mathcal{A}$ is a parity automaton recognising $W$ with nested total preorders defined up to $\leq_{x}$ such that:

- it is a $(x-2)$-structured signature automaton,
- preorder $\leq_{x-1}$ satisfies properties from Items 2 and 6 from the definition of a structured signature automaton,
- preorder $\leq_{x}$ satisfies the property from Item 3 from the definition of a structured signature automaton,
- it is deterministic over transitions with priorities different from $x-1$,
- it is homogeneous, and
- it is history-deterministic.


## Obtaining a deterministic automaton.

- Lemma 5.21 (Re-determinisation). There is a deterministic parity automaton $\mathcal{A}^{\prime}$ equivalent
to $\mathcal{A}$ with nested total preorders defined up to $\leq_{x}$ satisfying that:
- it is a $(x-2)$-structured signature automaton,
- preorder $\leq_{x-1}$ satisfies properties from Items 2 and 6 from the definition of a structured signature automaton, and
- preorder $\leq_{x}$ is a congruence and satisfies the property from Item 3 and, for priorities $y<x$, also that from Item 4.

Moreover, automaton $\mathcal{A}^{\prime}$ can be computed in polynomial time from $\mathcal{A}$ and $\left|\mathcal{A}^{\prime}\right| \leq|\mathcal{A}|$.

An intuitive idea for the construction of $\mathcal{A}^{\prime}$ was given in Section 5.2. We formalise it and prove its correctness now.

Automaton $\mathcal{A}^{\prime}$ is obtained by keeping all the structure of $\mathcal{A}$, except for $(x-1)$-transitions; for each state $q$ and letter $a$ such that some transition $q \xrightarrow{a: x-1} p$ appears in $\mathcal{A}$, we will redefine this transition as $q \xrightarrow{a: x-1} p^{\prime}$ for some $p^{\prime} \sim_{x-2} p$ as determined next.

For each $\sim_{x-1}$-class $[q]_{x-1}$ of $\mathcal{A}$, we pick a state in the class that is maximal for $\leq_{x}$. We let $f(q)$ be that state. That is, for two states $q_{1} \sim_{x-1} q_{2}$ :

- $f\left(q_{1}\right)=f\left(q_{2}\right)$,
- $f\left(q_{1}\right) \in\left[q_{1}\right]_{x-1}$, and
- $q_{1} \leq_{x} f\left(q_{1}\right)$.

We recall that we have a total order over the $<x$-safe components of $\mathcal{A}$ given by $S_{1}^{<x}, S_{2}^{<x}, \ldots, S_{k_{x}}^{<x}$. Let $q \in S_{i}^{<x}$ and $a \in \Sigma$ such that $q \xrightarrow{a: x-1} p$ appears in $\mathcal{A}$. If it exists, we let $i_{\text {next }}$ be the maximal $0 \leq i_{\text {next }}<i$ such that there is some $p^{\prime} \in[p]_{x-2}, p^{\prime} \in S_{i_{\text {next }}}^{<x}$. If index $i_{\text {next }}$ is not defined, we let it be the maximal index $i \leq i_{\text {next }} \leq k_{x}$ with the previous property. We fix a state $p_{q, a} \in S_{i_{\text {next }}}^{<x}$ with $p_{q, a} \in[p]_{x-2}$. We let the $a$-transition from $q$ in $\mathcal{A}^{\prime}$ be $q \xrightarrow{a: x-1} f\left(p_{q, a}\right)$. This completes the description of $\mathcal{A}^{\prime}$. It is indeed deterministic, as $\mathcal{A}$ is homogeneous and deterministic over transitions with priorities different from $x-1$.

We can find a maximal state $f(q)$ for $\leq_{x}$ in the class $[q]_{x-1}$ in polynomial time, as the comparison of $<x$-safe languages can be done in polynomial time (Lemma 6.1). Therefore, automaton $\mathcal{A}^{\prime}$ can be built in polynomial time.

- Lemma A.23. Automaton $\mathcal{A}^{\prime}$ is a $\sim_{x-2}$-nice transformation of $\mathcal{A}$ at level $x-1$.

Proof. This is clear, as the restriction of $\mathcal{A}^{\prime}$ to transitions using a priority different from $(x-1)$ coincides with that of $\mathcal{A}$, and every transition $q \xrightarrow{a: x-1} p^{\prime}$ in $\mathcal{A}^{\prime}$ comes from a transition $q \xrightarrow{a: x-1} p$ in $\mathcal{A}$ with $p \sim_{x-2} p^{\prime}$.

- Lemma A.24. For every state $q \in Q$, we have $\mathcal{L}\left(\mathcal{A}_{q}^{\prime}\right)=\mathcal{L}\left(\mathcal{A}_{q}\right)$. In particular, automaton $\mathcal{A}^{\prime}$ recognises the language $\mathcal{L}(\mathcal{A})$.

Proof. For simplicity, we give the proof just for the initial state; the proof being identical for any other state.

Let $w \in \Sigma^{\omega}$. If the minimal priority produced infinitely often by the run over $w$ in $\mathcal{A}^{\prime}$ is $y<x-1$ or $y>x-1$, then $w$ is accepted by $\mathcal{A}^{\prime}$ if and only if $w$ is accepted by $\mathcal{A}$, by Lemma A. 6 and the fact that $\mathcal{A}^{\prime}$ is a $\sim_{x-2}$-nice transformation of $\mathcal{A}$ at level $x-1$.

Assume that the minimal priority produced infinitely often by the run over $w$ in $\mathcal{A}^{\prime}$ is $x-1$ (so it is rejecting), and suppose by contradiction that $w$ is accepted by $\mathcal{A}$. By Lemma A.6, an accepting run over $w$ in $\mathcal{A}$ cannot produce a priority $y<x$ infinitely often. Therefore, it eventually remains in a $<x$-safe component $S_{i_{\mathcal{A}}}^{<x}$. Let $\rho$ be such an accepting run, and let $\rho^{\prime}$ be the run over $w$ in $\mathcal{A}^{\prime}$. We represent them as:

$$
\rho=q_{0} \xrightarrow{u} q_{N} \xrightarrow{w_{N}: \geq x} q_{N+1} \xrightarrow{w_{N+1}: \geq x} \ldots, \quad \rho^{\prime}=q_{0}^{\prime} \xrightarrow{u} q_{N}^{\prime} \xrightarrow{w_{N}: x_{N}^{\prime}} q_{N+1}^{\prime} \xrightarrow{w_{N+1}: x_{N+1}^{\prime}} \ldots,
$$

where $u$ is the prefix of size $N$ of $w, q_{0}=q_{0}^{\prime}=q_{\text {init }}$, and we suppose that $q_{k} \in S_{i_{\mathcal{A}}}^{<x}$ for all $k \geq N$. As $\mathcal{A}^{\prime}$ is a $\sim_{x-2}$-nice transformation at level $x-1$, we have that $q_{k} \sim_{x-2} q_{k}^{\prime}$ for all $k$. Let $k_{1}<k_{2}<k_{3} \ldots$ be the positions greater than $N$ where $x_{k_{j}}^{\prime}=x-1$, and let $i_{1}, i_{2}, \ldots$ be the indices of the $<x$-safe components such that $q_{k_{j}+1} \in S_{i_{j}}^{<x}$, that is, when taking the transition $q_{k_{j}} \xrightarrow{w_{k_{j}}: x-1}$ we land in $S_{i_{j}}^{<x}$.
$\triangleright$ Claim A.24.1. Eventually, $i_{j}=i_{\mathcal{A}}$.
Proof. Consider a transition $q_{k_{j}}^{\prime} \xrightarrow{w_{k_{j}}: x-1} q_{k_{j}+1}^{\prime}$, and suppose first that $i_{\mathcal{A}}<i_{j-1}$. We claim that $i_{\mathcal{A}} \leq i_{j}<i_{j-1}$. This would end the proof, as we obtain a strictly decreasing sequence of indices bounded by $i_{\mathcal{A}}$. In order to determine $i_{j}$, we need to look at the definition of $i_{\text {next }}$. As $q_{k} \sim_{x-2} q_{k}^{\prime}$ for all $k$, there are always states in $\left[q_{k_{j}+1}^{\prime}\right]_{x-2}$ in some $<x$-safe components with an index $i_{\mathcal{A}} \leq i<i_{j-1}$. Thus, we obtain the desired result by definition of $i_{\text {next }}$.

If $i_{j-1} \leq i_{\mathcal{A}}$, by definition of $i_{\text {next }}$, there is be a sequence of decreasing indices $i_{j-1}>i_{j}>$ $i_{j+1}>\ldots$ until no $\sim_{x-2}$-equivalent state appears in a strictly smaller safe component. By the same argument as before, there is always a $\sim_{x-2}$-equivalent state in $S_{i_{\mathcal{A}}}^{<x}$, so eventually $i_{\mathcal{A}} \leq i_{j^{\prime}}$, and either this is an equality, or we reduce to the previous case.

Let $j$ be the first position such that $i_{j}=i_{\mathcal{A}}$, and consider transitions $q_{k_{j}} \xrightarrow{w_{k_{j}}: \geq x} q_{k_{j}+1}$ and $q_{k_{j}}^{\prime} \xrightarrow{w_{k_{j}}: x-1} q_{k_{j}+1}^{\prime}$ in $\rho$ and $\rho^{\prime}$, respectively. By definition of $x-1$-transitions of $\mathcal{A}^{\prime}$, the state we go to in $\rho^{\prime}$ is $q_{k_{j}+1}^{\prime}=f\left(q_{k_{j}+1}\right)$. As we have chosen $f\left(q_{k_{j}+1}\right)$ maximal in its $\sim_{x-1}$-class, we have $q_{k_{j}+1} \leq{ }_{x} q_{k_{j}+1}^{\prime}$, so we have the inclusion of $<x$-safe languages between these states. Therefore, if there is a $<x$-safe run over $w^{\prime}$ from $q_{k_{j}+1}$ in $\mathcal{A}$, there is also such a safe run over $w^{\prime}$ from $q_{k_{j}+1}^{\prime}$ in $\mathcal{A}^{\prime}$. This contradicts the fact that the run $\rho^{\prime}$ produces priority $x-1$ infinitely often, while the run $\rho$ is $<x$-safe from $q_{k_{j}+1}$, concluding the proof.

To finish the proof of Lemma 5.21, we just need to show that $\mathcal{A}^{\prime}$ preserves all the properties of the preorders induced by $\mathcal{A}$. As in the previous section, to obtain normality of the automaton and Item 5, we rely on a technical lemma that tells us that we can connect states in the same $\sim_{x-2}$-component as desired.

- Lemma A.25. Let $q \sim_{x-2} p$ be two different states in $Q$. There is a word $w \in \Sigma^{*}$ and a path $q \xrightarrow{w:>x-2} p$ in $\mathcal{A}^{\prime}$

Proof. Let $i_{p}$ be the index such that $p \in S_{i_{p}}^{<x}$. If $q$ belongs to this same safe component, we can connect both states by a path producing priorities $\geq x$. If not, by $<x$-safe centrality of $\mathcal{A}$, there is a word $w_{1} \in \operatorname{Safe}_{<x}(p) \backslash \operatorname{Safe}_{<x}(q)$. We let $q \xrightarrow[\sim]{w_{1}: x-1} q_{1}$ and $p \xrightarrow[\sim]{w_{1}: \geq x} p_{1}$. We have that $q_{1} \sim_{x-2} p_{1}$ and $p_{1} \in S_{i_{p}}^{<x}$. While $q_{j} \notin S_{i_{p}}^{<x}$, we extend this run in a similar way. Using the same argument as in the proof of the previous lemma, by definition of $i_{\text {next }}$ each time that the run from $q$ sees a priority $x-1$ it decreases the index of its safe component, so eventually it must land in $S_{i_{p}}^{<x}$.

- Lemma A.26. Let $q \xrightarrow{w: y} p$ be a path in $\mathcal{A}$. There is a path $q \stackrel{w^{\prime}: y}{m} p$ in $\mathcal{A}^{\prime}$ connecting the same states and producing the same minimal priority.

Proof. If $y \geq x$ we can just take $w=w^{\prime}$. Suppose $y<x$ and consider the run $q \xrightarrow{w: y^{\prime}} p^{\prime}$ in $\mathcal{A}^{\prime}$. By Lemma A.4, $p \sim_{x-2} p^{\prime}$. Also, $y=y^{\prime}$ (if $y<x-1$, this is given by Lemma A.4, if $y=x-1$, by the definition of $\left.\mathcal{A}^{\prime}\right)$. By the previous lemma, we can extend this run to $p^{\prime} \xrightarrow{w_{2}: \geq x-2} p$, and take $w^{\prime}=w w_{2}$.

- Lemma A.27. Automaton $\mathcal{A}^{\prime}$, with the preorders $\leq_{0}, \ldots, \leq_{x}$ inherited from $\mathcal{A}$ satisfies:
- it is a $(x-2)$-structured signature automaton,
- preorder $\leq_{x-1}$ satisfies properties from Items 2 and 6 from the definition of a structured signature automaton, and
- preorder $\leq_{x}$ satisfies the property from Item 3 and, for priorities $y<x$, also that from Item 4.

Proof. We start verifying the properties for the preorders $\leq_{x-1}$ and $\leq_{x}$. We note that the $<x$-safe components of $\mathcal{A}^{\prime}$ exactly correspond to those in $\mathcal{A}$, and that for every $q \in Q$,
 Item 3 follows immediately. We check that relation $\sim_{x}$ satisfies Item 4 for priorities $y<x$. For $y \leq x-2$, this follows from the fact that $\sim_{x}$ refines $\sim_{x-2}$, and the latter relation satisfies Item 4. For $y=x-1$, if $q \xrightarrow{a: x-1} p$ and $q^{\prime} \xrightarrow{a: x-1} p^{\prime}$, with $q \sim_{x} q^{\prime}$, by definition of the $x$ - 1-transitions in $\mathcal{A}^{\prime}, p=f(p)=f\left(p^{\prime}\right)=p^{\prime}$.

Checking that $\mathcal{A}^{\prime}$ is a $(x-2)$-structured signature automaton poses no difficulty. It can be done in an analogous way as it was done in the proof of Lemma A.21; by applying Lemma A. 26 to obtain normality of $\mathcal{A}^{\prime}$ and property from Item 5 .

## A.2.5 Uniformity of $x$-transitions over $\sim_{x}$-classes

We finally show how to transform $\mathcal{A}$ into an equivalent automaton that is either $x$-structured signature, or strictly smaller. The techniques presented here generalise those applying to Büchi automata appearing in Section 4.3 of the warm-up.

Hypothesis. In all this subsection we suppose that $\mathcal{A}$ is deterministic parity automaton recognising $W$ with nested total preorders defined up to $\leq_{x}$ such that:

- it is a $(x-2)$-structured signature automaton,
- preorder $\leq_{x-1}$ satisfies properties from Items 2 and 6 from the definition of a structured signature automaton, and
- preorder $\leq_{x}$ is a congruence and satisfies the property from Item 3 and, for priorities $y<x$, also that from Item 4 .

Our objective is to prove, under this list of hypothesis, that we can either obtain an equivalent deterministic $x$-structured signature automaton, or reduce the number of states of $\mathcal{A}$.
$\checkmark$ Lemma 5.22 (Uniformity of $x$-transitions over $\sim_{x}$-classes). There is a deterministic parity automaton $\mathcal{A}^{\prime}$ equivalent to $\mathcal{A}$ such that either:

- $\mathcal{A}^{\prime}$ is an $x$-structured signature automaton with $\left|\mathcal{A}^{\prime}\right| \leq|\mathcal{A}|$, or
- $\left|\mathcal{A}^{\prime}\right|<|\mathcal{A}|$.

In both cases, such an automaton can be computed in polynomial time from $\mathcal{A}$.
We remark that $\sim_{x}$ already satisfies most desired properties of monotonicity; only the uniformity for $x$-transitions is missing.

- Lemma A.28. The relation $\sim_{x}$ is a $[0, x-1]$-faithful congruence. Moreover, over each $\sim_{x-1}$-class, transitions using priorities $\geq x$ are monotone for $\leq_{x}$.

Proof. The [0, x-2]-faithfulness follows from the fact that $\sim_{x}$ refines $\sim_{x-2}$ and $\mathcal{A}$ is $(x-2)$ structured signature. The uniformity of $(x-1)$-transitions over $\sim_{x}$-classes is given by the fact that $\sim_{x}$-equivalent states have the same $<x$-safe language, combined with the uniformity of $<(x-1)$-transitions.

The fact that $\sim_{x}$ is a congruence for $(x-1)$-transitions follows from Item 4 of the definition of a structured signature automaton (we recall that $\sim_{x}$ satisfies this property by hypothesis). The congruence for $\geq x$-transitions and the monotonicity of $\geq x$-transitions for $\leq_{x}$ at each $\sim_{x-1}$-class follow from the monotonicity of $<x$-safe languages (Lemma 5.11).

Polished automata. We generalise the notion of polished automata from Section 4.3 to our current setting.

- Definition A. 29 (Polished classes and automata). We say that the class $[q]_{x}$ is $x$-polished if:
- Words producing priority $x$ act uniformly in $[q]_{x}$. That is, if $q_{1}, q_{2} \in[q]_{x}$ and $q_{1} \xrightarrow[\sim]{w: x}$, then $q_{2} \xrightarrow{w: x}$.
- For every $q_{1}, q_{2} \in[q]_{x}, q_{1} \neq q_{2}$, there is a path $q_{1} \xrightarrow{w:>x} q_{2}$ producing exclusively priorities $>x$ joining $q_{1}$ and $q_{2}$.

We say that the automaton $\mathcal{A}$ is $x$-polished if all its $\sim_{x}$-classes are $x$-polished.

- Remark A.30. We remark that, as $x \geq 2$ and we assume that the automaton $\mathcal{A}$ is in normal form, all non-trivial $\sim_{x}$-classes are recurrent: if a $\sim_{x}$-class is not trivial, there is a cycle visiting all the states of the class. Therefore, we do not need to take care of transient classes (as it was the case in Lemma 4.18 from the warm-up).
- Lemma A.31. We can decide whether $\mathcal{A}$ is $x$-polished in polynomial time.

Proof. As $\sim_{x}$ is a $[0, x-1]$-faithful congruence (Lemma A.28), we just need to check the first property for letters, which can be done in linear time in $|\Sigma||\mathcal{A}|$.

For the second property, we just need to check whether, for each $q \in Q$, the subautomaton induced by $[q]_{x}$ and transitions with priority $>x$ is strongly connected.

## Case 1: $\mathcal{A}$ is already $x$-polished

Assume that $\mathcal{A}$ is $x$-polished. In this case, it is almost an $x$-structured signature automaton. We just need to ensure that if $q \sim_{x} q^{\prime}$, two transitions $q \xrightarrow{a: x} p$ and $q^{\prime} \xrightarrow{a: x} p^{\prime}$ go to a same state $p=p^{\prime}$.

We remark that $\sim_{x}$ already satisfies most desired properties of monotonicity; only the uniformity for $x$-transitions is missing.

In order to obtain the strong congruence of $x$-transitions (Item 4), we redirect some $x$-transitions of $\mathcal{A}$. For each $\sim_{x}$-class $[q]_{x}$, pick an arbitrary state $f(q) \in[q]_{x}$. (Formally, $f: Q \rightarrow Q$ such that $f(q)=f\left(q^{\prime}\right)$ if $\left.q \sim_{x} q^{\prime}\right)$. We let $\mathcal{A}^{\prime}$ be the automaton obtained as follows:

- The states of $\mathcal{A}^{\prime}$ are the same than those in $\mathcal{A}$.
- Transitions using priorities different from $x$ are those in $\mathcal{A}$.
- If $q \xrightarrow{a: x} p$, we let $q \xrightarrow{a: x} f(p)$ in $\mathcal{A}^{\prime}$.

It is immediate to check that $\mathcal{A}^{\prime}$ is a $\sim_{x}$-nice transformation of $\mathcal{A}$ at level $x$. Moreover, $\left.\mathcal{A}\right|_{\geq x+1}=\left.\mathcal{A}^{\prime}\right|_{\geq x+1}$. These remarks directly give:

- Lemma A.32. $\mathcal{A}^{\prime}$ is $x$-polished.
- Lemma A.33. There is a path $q \xrightarrow{w: y} p$ in $\mathcal{A}$ if and only if there is a path $q \stackrel{w^{\prime}: y}{\rightsquigarrow} p$ in $\mathcal{A}^{\prime}$.

Proof. We suppose that there is $q \xrightarrow{w: y} p$ in $\mathcal{A}$ (the converse proof is symmetric). If $y>x$, we have that $q \xrightarrow{w: y} p$, as $\left.\mathcal{A}\right|_{\geq x+1}=\left.\mathcal{A}^{\prime}\right|_{\geq x+1}$. If $y \leq x$, as $\mathcal{A}^{\prime}$ is a nice transformation at level $x$, we have that $q \underset{\sim}{w: y} p^{\prime}$ in $\mathcal{A}^{\prime}$, with $p \sim_{x} p^{\prime}$. As $\mathcal{A}^{\prime}$ is $x$-polished, there is a path $p^{\prime} \xrightarrow{w_{2}:>x} p$. We conclude by taking $w^{\prime}=w w_{2}$.

- Lemma A.34. Automaton $\mathcal{A}^{\prime}$ is equivalent to $\mathcal{A}$, and it is an $x$-structured signature automaton.

Proof. The fact that $\mathcal{L}(\mathcal{A})=\mathcal{L}\left(\mathcal{A}^{\prime}\right)$ follows easily using that $\mathcal{A}^{\prime}$ is a $\sim_{x}$-nice transformation of $\mathcal{A}$ at level $x$ and applying Lemma A.6. Lemma A. 33 implies that $\mathcal{A}^{\prime}$ is in normal form. Verifying that $\mathcal{A}^{\prime}$ is an $x$-structured signature automaton is just a routine check, using that $\mathcal{A}^{\prime}$ is $x$-polished and Lemma A. 33 .

## Case 2: Polishing a class

Assume now that there is a class $[q]_{x}$ that is not $x$-polished in $\mathcal{A}$. We show that we can remove some states from this class, obtaining an strictly smaller equivalent automaton.

Local languages and local automata. We define the $x$-local alphabet at $[q]_{x}$ by

$$
\Sigma_{[q]_{x}}=\left\{w \in \Sigma^{+} \mid[q]_{x} \xrightarrow{w: \geq x}[q]_{x} \text { and for any proper prefix } w^{\prime} \text { of } w,[q]_{x} \xrightarrow{w: \geq x}[p]_{x} \neq[q]_{x}\right\} .
$$

We remark that, as $\sim_{x}$ is a congruence for $\geq x$-transitions (Lemma A.28), $\Sigma_{[q]_{x}}$ is welldefined and the notation $[q]_{x} \xrightarrow{w: \geq x}$ can be used. A word $w \in \Sigma^{*}$ belongs to $\Sigma_{[q]_{x}}^{*}$ if and only if it connects states in the class $[q]_{x}$. Elements in $\Sigma_{[q]_{x}}$ are those that do not pass twice through this class. Note that $\Sigma_{[q]_{x}}$ is a prefix code, and therefore it is a proper alphabet (even if, in general, it is infinite).

Seeing words in $\Sigma_{[q]_{x}}^{\omega}$ as words in $\Sigma^{\omega}$, define the localisation of $W$ to $[q]_{x}$ to be the objective

$$
W_{[q]_{x}}=\left\{w \in \Sigma_{[q]_{x}}^{\omega} \mid w \in \mathcal{L}\left(\mathcal{A}_{q}\right)\right\} .
$$

Observe that, as $\sim_{x}$ refines $\sim_{\mathcal{A}}$, this last definition does not depend on the choice of $q$ and $W_{[q]_{x}}$ is prefix-independent. Moreover, $W_{[q]_{x}}$ is half-positional over finite, $\varepsilon$-free Eve-games: any $W_{[q]_{x}}$-game in which Eve could not play optimally using positional strategies would provide a counterexample for the half-positionality of $\mathcal{L}\left(\mathcal{A}_{q}\right)$, which is half-positional if $W$ is (Lemma A.7).

The local automaton of the class $[q]_{x}$ is the automaton $\mathcal{A}_{[q]_{x}}$ defined as:

- The set of states is $[q]_{x}$.
- The initial state is arbitrary.
- For $w \in \Sigma_{[q]_{x}}, q_{1} \xrightarrow{w: y} q_{2}$ if $q_{1} \xrightarrow{w: y} q_{2}$ in $\mathcal{A}$ (we must have $y \geq x$ ).

Super words and super letters for local languages. We recall some terminology introduced in the warm-up. Assume that $L$ is a prefix-independent language. We say that $u \in \Sigma^{+}$is a super word for $L$ if, for every $w \in \Sigma^{\omega}$, if $w$ contains $u$ infinitely often as a factor, then $w \in L$. If $s$ is a letter, we say that it is a super letter.

For $q$ a state and $x$ an even priority, we let $B_{[q]_{x}} \subseteq \Sigma_{[q]_{x}}$ be the set of super letters for $W_{[q]_{x}}$, and we write $N_{[q]_{x}}=\Sigma_{[q]_{x}} \backslash B_{[q]_{x}}$. We refer to $N_{[q]_{x}}$ as the set of neutral letters of $\Sigma_{[q]_{x}}\left(\right.$ for $\left.W_{[q]_{x}}\right)$.

- Lemma A. 35 (Super words and uniformity). A word $w \in \Sigma_{[q]_{x}}^{\omega}$ is a super word for $W_{[q]_{x}}$ if and only if $w$ produces priority $x$ uniformly in $[q]_{x}$, that is, for all $q^{\prime} \in[q]_{x}, q^{\prime} \xrightarrow{w: x}[q]_{x}$.

Proof. By normality of $\mathcal{A}$, if there is $q_{1} \in[q]$ such that $q_{1} \xrightarrow{w:>x} q_{2}$, there is a word $w^{\prime} \in \Sigma^{*}$ labelling a returning path $q_{2} \xrightarrow{w^{\prime}: x+1} q_{1}$. Therefore, $\left(w w^{\prime}\right)^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{q}\right)$, so $w$ is not a super word for $W_{[q]_{x}}$. The converse implication is clear, since each time word $w$ is read, the minimal priority produced by the automaton is $x$.

In particular, using previous lemma, we can detect the set of super letters $B_{[q]_{x}}$ in polynomial time.

Super words of positional languages. The use of the hypothesis of half-positionality of $W$ for proving Lemma 5.22 resides in the next fundamental result.

Lemma A. 36 (Neutral letters do not form super words). Let $w \in \Sigma_{[q]_{x}}^{+}$be a super word for $W_{[q]_{x}}$. Then, $w$ contains some super letter.

Proof. If $w$ is already a letter in $\Sigma_{[q]_{x}}$, we are done. If not, let $w=w_{1} w_{2}$ be any non-trivial decomposition into smaller words $w_{1}, w_{2} \in \Sigma_{[q]_{x}}^{+}$. We show that either $w_{1}$ or $w_{2}$ are super words for $W_{[q]_{x}}$. This allows us to finish the proof, as we can recursively chop $w$ into strictly smaller super words until obtaining a super letter.

Suppose by contradiction that neither $w_{1}$ or $w_{2}$ are super words. Then, by Lemma A.35, there are states $q_{1}$ and $q_{2}$ such that $q_{1} \xrightarrow{w_{1}:>x} q_{1}^{\prime}$ and $q_{2} \xrightarrow{w_{2}:>x} q_{2}^{\prime}$. By normality, we obtain returning paths $q_{1}^{\prime} \xrightarrow{u_{1}: x+1} q_{1}$ and $q_{2}^{\prime} \xrightarrow{u_{2}: x+1} q_{2}$. Therefore, $\left(w_{1} u_{1}\right)^{\omega} \notin W$ and $\left(w_{2} u_{2}\right)^{\omega} \notin W$. We consider the game $\mathcal{G}$ with winning condition $\mathcal{L}\left(\mathcal{A}_{q}\right)$ consisting in a vertex $v$ with self loops $u_{1} w_{1}$ and $u_{2} w_{2}$ (see Figure 8 from the warm-up). Eve can win game $\mathcal{G}$, as alternating the two self loops she produces the word $\left(u_{1} w_{1} w_{2} u_{2}\right)^{\omega}$, which belongs to $\mathcal{L}\left(\mathcal{A}_{q}\right)$ since $w_{1} w_{2}$ is a super word. However, positional strategies in this game produce either $\left(w_{1} u_{1}\right)^{\omega}$ or $\left(w_{2} u_{2}\right)^{\omega}$, both losing. This contradicts the half-positionality of $\mathcal{L}\left(\mathcal{A}_{q}\right)$, and therefore, that of $W$ (Lemma A.7).

Polishing a $\sim_{x}$-class of $\mathcal{A}$. We show how to polish the class $[q]_{x}$ of $\mathcal{A}$. This process has the property that, either $[q]_{x}$ is already polished, or the obtained automaton $\mathcal{A}^{\prime}$ has strictly less states than $\mathcal{A}$, as desired.

Assume that the class $[q]_{x}$ is not $x$-polished. Consider the restriction of $\mathcal{A}_{[q]_{x}}$ to transitions labelled with $N_{[q]_{x}}$, which we denote $\mathcal{A}_{[q]_{x}}^{\prime}$. Take $S_{[q]_{x}}$ to be a final $S C C$ of $\mathcal{A}_{[q]_{x}}^{\prime}$ (that is, one without edges leading to states not on itself).

Fix a state $q_{0} \in[q]_{x}$. Consider the automaton $\mathcal{A}^{\prime}$ obtained from $\mathcal{A}$ by removing states in $[q]_{x} \backslash S_{[q]_{x}}$, and redirecting transition that go to $[q]_{x} \backslash S_{[q]_{x}}$ in $\mathcal{A}$ to transitions towards $q_{0}$. For these redirected transitions, we keep the same priority if it is $\leq x$, and set it to $x$ otherwise. Formally:

- The set of states of $\mathcal{A}^{\prime}$ is $Q^{\prime}=Q \backslash\left([q]_{x} \backslash S_{[q]_{x}}\right)$.
- The initial state is $q_{\text {init }}$, or $q_{0}$ if $q_{\text {init }} \in[q]_{x} \backslash S_{[q]_{x}}$.

For $q^{\prime} \in Q^{\prime}$ :

- If $q^{\prime} \xrightarrow{a: y} p$ in $\mathcal{A}$ and $p \notin[q]_{x}$, then $q \xrightarrow{a: y} p$ in $\mathcal{A}^{\prime}$.
- If $q^{\prime} \xrightarrow{a: y} p$ in $\mathcal{A}, p \in[q]_{x} \backslash S_{[q]_{x}}$, and $y \leq x$, then $q^{\prime} \xrightarrow{a: y} q_{0}$ in $\mathcal{A}^{\prime}$.
$=$ If $q^{\prime} \xrightarrow{a: y} p$ in $\mathcal{A}, p \in[q]_{x} \backslash S_{[q]_{x}}$, and $y>x$, then $q^{\prime} \xrightarrow{a: x} q_{0}$ in $\mathcal{A}^{\prime}$.
For transitions in the two latter cases, we say that $q^{\prime} \xrightarrow{a: y} q_{0}$ has been redirected from $q^{\prime} \xrightarrow{a: y} p$.
- Remark A.37. If $[q]_{x}=S_{[q]_{x}}$, then $\mathcal{A}^{\prime}=\mathcal{A}$.

The following lemma will be use to show that we can compute $\mathcal{A}^{\prime}$ in polynomial time, to prove the correctness of $\mathcal{A}^{\prime}$, and to obtain that $[q]_{x}$ is $x$-polished in $\mathcal{A}^{\prime}$.
$\triangleright$ Lemma A.38. Let $q_{1}, q_{2} \in S_{[q]_{x}}$, and let $w \in N_{[q]_{x}}^{*}$ labelling a path $q_{1} \xrightarrow{w: y} q_{2}$ in $\mathcal{A}$. Then, $y>x$.

Proof. The fact that $y \geq x$ simply follows from the fact that $N_{[q]_{x}} \subseteq \Sigma_{[q]_{x}}$, which, by definition, contains words connecting the states in $[q]_{x}$ producing no priority $<x$.

Suppose by contradiction that $y=x$. Then, by the same argument as in the proof of Lemma 5.18 (see also Claim 4.13.2), there is $w^{\prime} \in N_{[q]_{x}}^{*}$ producing priority $x$ uniformly in $[q]_{x}$ and coming back to this class; that is, for every $q^{\prime} \in[q]_{x}, q^{\prime} \xrightarrow[\sim]{w^{\prime}: x}[q]_{x}$. Therefore, by Lemma A.35, $w^{\prime}$ is a super word. By Lemma A.36, $w^{\prime}$ must contain a super letter, a contradiction, as $w^{\prime} \in N_{[q]_{x}}^{*}$ and $\Sigma_{[q]_{x}}$ is a proper alphabet.

- Lemma A.39. Automaton $\mathcal{A}^{\prime}$ can be computed in polynomial time from $\mathcal{A}$.

Proof. To obtain $S_{[q]_{x}}$, we first build a finite representation of the restriction of $\mathcal{A}_{[q]_{x}}$ to neutral letters (we recall that, in general, $\mathcal{A}_{[q]_{x}}$ might have an infinite number of transitions). One way of doing that is to build the following graph $G$ : for each pair of states $q_{1}, q_{2} \in[q]_{x}$ and each $y>x$, we put an edge $q_{1} \xrightarrow{y} q_{2}$ if there is a path from $q_{1}$ to $q_{2}$ producing $y$ as minimal priority and not passing trough another state in $[q]_{x}$. By Lemma A.38, $S_{[q]_{x}}$ is a subgraph of $G$. To obtain the states in $S_{[q]_{x}}$ we just need to perform a decomposition in SCCs of $G$ and take a final SCC of it. ${ }^{12}$

We consider $\mathcal{A}^{\prime}$ equipped with the preorders $\leq_{0}, \ldots, \leq_{x}$ inherited from $\mathcal{A}$.

- Lemma A.40. Automaton $\mathcal{A}^{\prime}$ is $a \sim_{x}$-nice transformation of $\mathcal{A}$ at level $x$.

Proof. We first note that, by Lemma A.28, $\sim_{x}$ is $[0, x-1]$-faithful in $\mathcal{A}$, so it makes sense to speak of a $\sim_{x}$-nice transformation at level $x$.

Automaton $\left.\mathcal{A}^{\prime}\right|_{\geq x+1}$ coincides with the subautomaton of $\left.\mathcal{A}\right|_{\geq x+1}$ induced by states in $Q^{\prime}$. Indeed, let $q_{1}^{\prime}, q_{2}^{\prime} \in Q^{\prime}$ and $q_{1}^{\prime} \xrightarrow{a:>x} q_{2}^{\prime}$ in $\mathcal{A}$. As these states are in $Q^{\prime}, q_{2}^{\prime} \notin[q]_{x} \backslash S_{[q]_{x}}$, so the transition has not been redirected, and it appears in $\mathcal{A}^{\prime}$. Conversely, all transitions producing a priority $>x$ in $\mathcal{A}^{\prime}$ appear in $\mathcal{A}$.

We show that $\sim_{x}$ is $[0, x-1]$-faithful in $\mathcal{A}^{\prime}$ and $\mathcal{A} / \underset{\sum_{x-1}-1}{\sim}=\mathcal{A} / \underset{\leq x-1}{\sim_{x-1}}$. Let $p_{1}, p_{2} \in Q^{\prime}$ such that $p_{1} \sim_{x} p_{2}$, and let $p_{1} \xrightarrow{a: y_{1}^{\prime}} q_{1}^{\prime}$ and $p_{2} \xrightarrow{a: y_{2}^{\prime}} q_{2}^{\prime}$ be two transitions in $\mathcal{A}^{\prime}$. Transitions that have not been redirected satisfy the congruence requirements, as they satisfy them in $\mathcal{A}$. Assume that the first of these transitions have been redirected from $p_{1} \xrightarrow{a: y_{1}} q_{1}$ in $\mathcal{A}$. We have that $q_{1}^{\prime}=q_{0} \sim_{x} q_{1}$, so, $q_{1}^{\prime} \sim_{x} q_{2}^{\prime}$ by the congruence property in $\mathcal{A}$. If $y_{1}^{\prime}<x$, then $y_{1}=y_{1}^{\prime}$ and the $y_{1}$-uniformity of transitions in $\mathcal{A}$ yields $y_{1}^{\prime}=y_{2}^{\prime}$. Therefore, we also have that $y_{1}^{\prime} \geq x$ if and only if $y_{2}^{\prime} \geq x$ This gives both the $[0, x-1]$-faithfulness in $\mathcal{A}^{\prime}$ and the equality of the quotient automata.

As $\sim_{x}$ refines $\sim_{\mathcal{A}}$, the latter relation is also a congruence in $\mathcal{A}^{\prime}$ and $\mathcal{A} / \sim_{\mathcal{A}}=\mathcal{A}^{\prime} / \sim_{\mathcal{A}}$.

[^10]- Lemma A. 41 (Correctness of the polishing operation). Automaton $\mathcal{A}^{\prime}$ recognises $\mathcal{L}(\mathcal{A})$

Proof. Let $w \in \Sigma^{\omega}$. If $w$ is accepted or rejected with a priority $y<x$ or $y>x$ in $\mathcal{A}^{\prime}$, by Lemma A.6, $w \in \mathcal{L}(\mathcal{A})$ if and only if $w \in \mathcal{L}\left(\mathcal{A}^{\prime}\right)$. Suppose then that $w$ is accepted with priority $x$ in $\mathcal{A}^{\prime}$. Let $\rho^{\prime}$ be the run over $w$ in $\mathcal{A}^{\prime}$. If $\rho^{\prime}$ eventually does not take any redirected transition, then it is eventually a run in $\mathcal{A}$, and we can conclude by Lemma A.1. Suppose that $\rho^{\prime}$ takes redirected transitions infinitely often; moreover, eventually all such transitions produce priority $x$. We decompose $\rho^{\prime}$ as follows:

$$
\rho^{\prime}=q_{\text {init }} \xrightarrow{w_{0}} p_{0}^{\prime} \xrightarrow{a_{0}: x} q_{0} \xrightarrow{w_{1}: \geq x} p_{1}^{\prime} \xrightarrow{a_{1}: x} q_{0} \xrightarrow{w_{1}: \geq x} p_{2}^{\prime} \xrightarrow{a_{2}: x} q_{0} m \rightarrow \ldots,
$$

where no priority $<x$ appears after $p_{0}^{\prime}$, each transition $p_{i}^{\prime} \xrightarrow{a_{1}: x} q_{0}$ is a redirected one, and no redirected transition appears in paths $q_{0} \xrightarrow{w_{i} \geq x}$, in particular, these paths appear in $\mathcal{A}$.
$\triangleright$ Claim A.41.1. For each $i \geq 1$, the word $w_{i} a_{i}$ belongs to $\Sigma_{[q]_{x}}^{+}$and is a super word for $W_{[q]_{x}}$.
Proof. The word $w_{i} a_{i}$ connects two states in $[q]_{x}$ in $\mathcal{A}^{\prime}$ producing no priority $<x$. Since $\mathcal{A}^{\prime}$ is a $\sim_{x}$-nice transformation at level $x$, word $w_{i} a_{i}$ also connects states in $[q]_{x}$ in $\mathcal{A}$, without producing priorities $<x$. Therefore, it belongs to $\Sigma_{[q]_{x}}^{+}$.

Consider the path $q_{0} \xrightarrow{w_{i}} p_{i}^{\prime} \xrightarrow{a_{i}} q^{\prime}$ in $\mathcal{A}$. As we suppose that transition $p_{i}^{\prime} \xrightarrow{a_{i}} q_{0}$ has been redirected in $\mathcal{A}^{\prime}, q^{\prime} \notin S_{[q]_{x}}$. Then, since $S_{[q]_{x}}$ is a final SCC of the restriction of $\mathcal{A}_{[q]_{x}}$ to $N_{[q]_{x}}$-transitions, $w_{i} a_{i}$ contains some factor that is a letter in $\Sigma_{[q]_{x}} \backslash N_{[q]_{x}}$. Such a factor is a super letter, so $w_{i} a_{i}$ is a super word.

Consider the run over $w$ in $\mathcal{A}$, that we divide following the decomposition of $\rho^{\prime}$ :

$$
\rho=q_{\text {init }} \xrightarrow{w_{0}} p_{0} \xrightarrow{a_{0}: \geq x} q_{1} \xrightarrow{w_{1}: \geq x} p_{1} \xrightarrow{a_{1}: \geq x} q_{2} \xrightarrow{w_{2}: \geq x} p_{2} \xrightarrow{a_{2}: \geq x} q_{3} \longrightarrow \ldots
$$

As $\mathcal{A}^{\prime}$ is a $\sim_{x}$-nice transformation at level $x, q_{i} \sim_{x} q_{0}$ for all $i$, and $\rho$ does not produce any priority $<x$ from $p_{0}$. By Lemma A.35, as $w_{i} a_{i}$ is a super word, the path $q_{i} \xrightarrow{{\underset{i}{i}}^{i} a_{i}} q_{i+1}$ produces priority $x$. Therefore, $w$ is accepted by $\mathcal{A}$.

- Lemma A. 42 (Polishing polishes). The class $[q]_{x}$ is $x$-polished in $\mathcal{A}^{\prime}$.

Proof. Let $q_{1}, q_{2} \in Q^{\prime}$ be two states in the class $[q]_{x}$. Assume that, for a word $w \in \Sigma^{*}$, the path $q_{1} \xrightarrow{w: x} p_{1}$ produces priority $x$. As $\sim_{x}$ is $[0, x-1]$-faithful, $q_{2} \xrightarrow{w: \geq x} p_{2}$. Suppose by contradiction that this latter path produces exclusively priorities $>x$. Then, this path also exists in $\mathcal{A}$, and by normality (of $\mathcal{A}$ ), there is a returning path $p_{2} \xrightarrow{w^{\prime}: x+1} q_{2}$. We obtain therefore a path $q_{1} \xrightarrow{w w^{\prime}: x}[q]_{x}$. However, in $\mathcal{A}^{\prime},[q]_{x}=S_{[q]_{x}}$, so, by Lemma A.38, $w w^{\prime}$ contains a super letter, so $\left(w w^{\prime}\right)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{q}\right)$, contradicting the fact that there is a cycle $q_{2} \xrightarrow{w w^{\prime}: x+1} q_{2}$.

The second property of the definition of an $x$-polished class is satisfied in $\mathcal{A}^{\prime}$, as we have redirected all $x$-transitions entering in $[q]_{x}$ to the state $q_{0}$.

We show the third item. Let $q_{1}, q_{2} \in[q]_{x}$. Since $[q]_{x}=S_{[q]_{x}}$ in $\mathcal{A}^{\prime}$, there is a path $q_{1} \xrightarrow{w} q_{2}$ for some $w \in N_{[q]_{x}}^{*}$. By Lemma A.38, this path produces exclusively priorities $>x$.

This lemma allows us to conclude. We have obtained a deterministic automaton $\mathcal{A}^{\prime}$ that is equivalent to $\mathcal{A}$. We claim that $\left|\mathcal{A}^{\prime}\right|<|\mathcal{A}|$. Indeed, if this was not the case, we would have that $[q]_{x}=S_{[q]_{x}}$, so, by Remark A.37, $\mathcal{A}=\mathcal{A}^{\prime}$. By the previous Lemma A. 42 this implies that $[q]_{x}$ was already $x$-polished in $\mathcal{A}$, a contradiction.

Discussion: Why not just continue polishing? We have just showed a method to $x$-polish a given class of $\mathcal{A}$. The natural continuation would be to polish the rest of classes, until obtaining an $x$-polished automaton, and then apply the first case. The main difficulty is that the polishing operation we have presented might break the normality of $\mathcal{A}$. Normality of automata is key in all the process (see for example Lemma A.35), so we cannot guarantee to be able to continue polishing the classes of $\mathcal{A}^{\prime}$. We would need to be able to either show that $\mathcal{A}^{\prime}$ is in normal form (for example, by having an analogous to Lemma A.33), or to show that we can normalise $\mathcal{A}^{\prime}$ while maintaining the properties of being an $(x-2)$-structured signature automaton. We have not succeeded in ensuring these properties, although we believe that it should be possible to do so.


[^0]:    1 As in other definitions, the notion of half-positionality depends not only on the set $W$, but also on the set of colours $\Sigma$. As the set of colours will always be clear from the context, we omit including $\Sigma$ in the notations.

[^1]:    2 This notion can be refined in the natural way to fit automata not using priority 0 at all (for instance coBüchi automata). We refer to [CCFL23] for formal details.

[^2]:    3 The only difference is that in $\varepsilon$-free games we assume that there are no infinite paths composed exclusively of $\varepsilon$-edges, whereas these may appear in $W^{\varepsilon}$-games.

[^3]:    ${ }^{4}$ Note that in a finite automata over an infinite alphabet, there are finitely many classes of letters such that two letters from the same class admit exactly the same transitions. Hence one may easily turn such automata into automata over finite alphabets.

[^4]:    ${ }^{5}$ For notational convenience, we let $\sim_{-2}$ be the trivial relation over $\mathcal{A}$ throughout this definition. That is, $q \sim_{-2} p$ for all pairs of states in $Q$.

[^5]:    ${ }^{6}$ We remark that, for $x$ odd, this property is already implied by Item 2.

[^6]:    7 In fact, we believe that the polishing operation does preserve normality, but we have not been able to prove it.
    ${ }^{8}$ If $q$ is initial, we omit $u_{0}$ and the state $v_{0}$ of the game from Figure 16 to ensure the use of an $\varepsilon$-free game.

[^7]:    9 As mentioned before, we conjecture that the obtained automaton $\mathcal{A}^{\prime}$ is always $x$-structured signature.

[^8]:    ${ }^{10}$ In his PhD [Van23], Vandenhove discusses the 1-to-2-player lift for finite game graphs. The counterexample he gives also applies to infinite game graphs.

[^9]:    ${ }^{11}$ We note that this definition slightly differs from the definition of 1-saturation used in the warm-up (Section 4.4). In particular, the definition of the warm-up does not preserve homogeneity. We allow ourselves these small disagreements of definitions for the sake of clarity in the presentation in each respective subsection.

[^10]:    ${ }^{12}$ If $W$ is not half-positional, the procedure described here does provide a set of states $S_{[q]_{x}}$, but it might lead to an incorrect automaton $\mathcal{A}^{\prime}$. If our objective is to decide the half-positionality of $W$, at the end of the procedure we need to check the equality $\mathcal{L}(\mathcal{A})=\mathcal{L}\left(\mathcal{A}^{\prime}\right)$; if it does not hold, we can conclude that $W$ is not half-positional.

