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#### Abstract

In 2021, Casares, Colcombet and Fijalkow introduced the Alternating Cycle Decomposition (ACD), a structure used to define optimal transformations of Muller into parity automata and to obtain theoretical results about the possibility of relabelling automata with different acceptance conditions. In this work, we study the complexity of computing the ACD and its DAG-version, proving that this can be done in polynomial time for suitable representations of the acceptance condition of the Muller automaton. As corollaries, we obtain that we can decide typeness of Muller automata in polynomial time, as well as the parity index of the languages they recognise.

Furthermore, we show that we can minimise in polynomial time the number of colours (resp. Rabin pairs) defining a Muller (resp. Rabin) acceptance condition, but that these problems become NP-hard when taking into account the structure of an automaton using such a condition.
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## 1 Introduction

### 1.1 Context

Automata for the synthesis problem. Since the 60s, automata over infinite words have provided a fundamental tool to study problems related to the decidability of different logics [4, 41]. Recent focus has centered on the study of synthesis of controllers for reactive systems with the specification given in Linear Temporal Logic (LTL). The original automatatheoretic approach by Pnueli and Rosner [40] remains at the heart of the state-of-the-art LTL-synthesis tools [18, 31, 35, 37]. Their method consists in translating the LTL formula into a deterministic $\omega$-automaton which is then used to build an infinite duration game; a winning strategy in this game provides a correct controller for the system.

Different acceptance conditions. There are different ways of specifying which runs of an automaton over infinite words are accepting. Generally, we label the transitions of the automaton with some output colours, and we then indicate which colours should be seen (or not) infinitely often. This can be expressed in a variety of ways, obtaining different acceptance conditions, such as parity, Rabin or Muller. The complexity of such acceptance conditions is crucial in the performance of algorithms dealing with automata and games over infinite words. For instance, parity games can be solved in quasi-polynomial time [5] and parity games solvers are extremely performing in practice [25], while solving Rabin and Muller games is, respectively, NP-complete [17] and PSPACE-complete [23]. Moreover, many existing algorithms for solving these games are polynomial on the size of the game graph, and the exponential dependency is only on parameters coming from the acceptance condition: Muller games can be solved in time $\mathcal{O}\left(k^{5 k} n^{5}\right)$ [5, Theorem 3.4], where $n$ is the size of the game and $k$ is the number of colours used by the acceptance condition, and Rabin games can be solved in time $\mathcal{O}\left(n^{r+3} r r!\right)$ [39, Theorem 7], where $r$ is the number of Rabin pairs of the acceptance condition. Also, the emptiness check of Muller automata with the condition represented by a boolean formula $\phi$ (Emerson-Lei condition) can be done in time $\mathcal{O}\left(2^{k} k n^{2}|\phi|\right)$ [1, Theorem 1].

Some important objectives are therefore: (1) transform an automaton $\mathcal{A}$ using a complex acceptance conditions into an automaton $\mathcal{B}$ using a simpler one, and (2) simplify as much as possible the acceptance condition used by an automaton $\mathcal{A}$ (without adding further states).

The Zielonka tree and Zielonka DAG. The Zielonka tree is an informative representation of Muller conditions, introduced for the study of strategy complexity in Muller games [45, 16]. Zielonka showed that we can use this structure to tell whether a Muller language can be expressed as a Rabin or a parity language [45, Section 5]. Moreover, it has been recently proved that the Zielonka tree provides minimal deterministic parity automata recognising a Muller condition [9, 33], and can thus be used to transform Muller automata using this condition into equivalent parity automata.

A natural alternative is to consider the more succinct DAG-version of this structure: the Zielonka DAG. Hunter and Dawar studied the complexity of building the Zielonka DAG from an explicit representation of a Muller condition, and the complexity of solving Muller games for these different representations [24]. Recently, Hugenroth showed that many decision problems concerning Muller automata become tractable when using the Zielonka DAG to represent the acceptance condition [22].

The ACD: Theoretical applications. In 2021, Casares, Colcombet and Fijalkow [8] proposed the Alternating Cycle Decomposition (ACD) as a generalisation of the Zielonka tree. The main motivation for the introduction of the ACD was to define optimal transformations of automata: given a Muller automaton $\mathcal{A}$, we can build using the ACD an equivalent parity automaton that is minimal amongst all parity automata that can be obtained by duplicating states of $\mathcal{A}$ [9, Theorem 5.32]. Moreover, the ACD (or its DAG-version) can be used to tell whether a Muller automaton can be relabelled with an acceptance condition of a simpler type [9, Section 6.1].

However, the works introducing the ACD [8, 9] are of theoretical nature, and no study of the computational cost of constructing it and performing the related transformations is presented.

The ACD: Practice. The transformations based on the ACD have been implemented in the tools Spot 2.10 [15] and Owl 21.0 [27], and are used in the LTL-synthesis tools ltlsynt [35] and STRIX [31, 34] (top-ranked in the SYNTCOMP competitions [25]). In the tool paper [11], these transformation are compared with the state-of-the-art methods to transform Emerson-Lei automata into parity ones. Surprisingly, the transformation based on the ACD does not only produce the smallest parity automata, but also outperforms all other existing paritizing methods in computation time.

In [11, Section 4], an algorithm computing the ACD is proposed. However, the focus is made in the handling of boolean formulas to enhance the algorithm's performance in practice, but no theoretical analysis of its complexity is provided.

Simplification of acceptance conditions. As already mentioned, the complexity of the acceptance conditions play a crucial role in algorithms manipulating automata. Therefore, given a Muller automaton $\mathcal{A}$ an important question is: Can we simplify the acceptance condition of $\mathcal{A}$ without adding further states? This question admits two slightly different interpretations:

Typeness problem. Can we relabel the acceptance condition of $\mathcal{A}$ with one of a simpler type, such as Rabin, Streett or parity?
Minimisation of colours and Rabin pairs. Can we minimise the number of colours used by the acceptance condition (or, in the case of Rabin automata, the number of Rabin pairs)?

The ACD has proven fruitful for studying the typeness problem: just by inspecting the ACD of $\mathcal{A}$, we can tell whether we can relabel it with an equivalent Rabin, parity or Streett acceptance condition [9]. Also, it is a classical result that we can minimise in polynomial time the number of colours used by a parity automaton [6]. However, it was still unclear whether the ACD could be of any help for minimising the number of colours of Muller conditions or the number of Rabin pairs of Rabin acceptance conditions, question that we tackle in this work.

The minimisation of colours in Muller automata has recently been studied by Schwarzová, Strejček and Major [42]. In their approach, they use heuristics to reduce the number of colours by applying QBF-solvers. The final acceptance condition is however not guaranteed to have a minimal number of colours. There have also been attempts to minimise the number of Rabin pairs of Rabin automata coming from the determinisation of Büchi automata [44]. Also, in their work about minimal history-deterministic Rabin automata, Casares, Colcombet and Lehtinen left open the question of the minimisation of Rabin pairs [10].

### 1.2 Contributions

We outline the main contributions of this work.

1. Computation of the $A C D$ and the $A C D-D A G$. Our main contribution is to show that we can compute the ACD of a Muller automaton in polynomial time, provided that we are given the Zielonka tree of its acceptance condition as input (Theorem 3.1). This shows that the computation of the ACD is not harder than that of the Zielonka tree, (partially) explaining the strikingly favourable experimental results from [11]. We also show that we can compute the DAG-version of the ACD in polynomial time if the acceptance condition of $\mathcal{A}$ is given colour-explicitly or by a Zielonka DAG (Theorem 3.3). The main technical challenge is to prove that the ACD (resp. ACD-DAG) has polynomial size in the size of the Zielonka tree (resp. Zielonka DAG).
2. Deciding typeness and the parity index in polynomial time. Combining the previous contributions with the results from [9], we directly obtain that we can decide in polynomial time whether a Muller automaton can be relabelled with an equivalent parity, Rabin or Streett acceptance condition (Corollary 3.4). We also obtain that we can decide the parity index of the language recognised by a Muller automaton in polynomial time (Corollary 3.5).
3. Minimisation of colours and Rabin pairs of acceptance conditions. Given a Muller (resp. Rabin) language $L$, we show that we can minimise the number of colours (resp. Rabin pairs) needed to define $L$ in polynomial time (Theorems 4.2 and 4.5).
4. Minimisation of colours and Rabin pairs over an automaton structure. Given an automaton $\mathcal{A}$ using a Muller (resp. Rabin) acceptance condition, we show that the problem of minimising the number of colours (resp. Rabin pairs) to relabel $\mathcal{A}$ with an equivalent acceptance condition over its structure is NP-hard, even if the ACD is given as input (Theorems 4.13 and 4.15). This came as a surprise to us, as our first intuition was in fact that the ACD would allow to lift the previous polynomial-time minimisation results to the problem in which we take into account the structure of the automaton.
5. Analysis on the size of different representations of Muller conditions. We provide tight bounds on the size of the Zielonka tree in the worst case (Proposition 5.1). Combining them with [9, Theorem 4.13], we recover results from Löding [30] giving bounds on the size of deterministic parity automata, and extend them to history-deterministic automata. We moreover provide examples showing the exponential gap on the size of the different representations of Muller conditions (Section 5.2).

Furthermore, we include an appendix (Appendix A) in which we study a subclass of interest of boolean formulas, which we call generalised Horn formulas, and relate them to the problem of minimising the number of Rabin pairs of a Rabin language.

## 2 Preliminaries

## Basic notations

For a set $A$ we let $|A|$ denote its cardinality, $2^{A}$ its power set and $2_{+}^{A}=2^{A} \backslash\{\emptyset\}$. For a family of subsets $\mathcal{F} \subseteq 2^{A}$ and $A^{\prime} \subseteq A$, we write $\left.\mathcal{F}\right|_{A^{\prime}}=\mathcal{F} \cap 2^{A^{\prime}}$. For natural numbers $i \leq j,[i, j]$ stands for $\{i, i+1, \ldots, j-1, j\}$.

For a set $\Sigma$, a word over $\Sigma$ is a sequence of elements from $\Sigma$. The sets of finite and infinite words over $\Sigma$ will be written $\Sigma^{*}$ and $\Sigma^{\omega}$, respectively, and we let $\Sigma^{\infty}=\Sigma^{*} \cup \Sigma^{\omega}$. Subsets of $\Sigma^{*}$ and $\Sigma^{\omega}$ will be called languages. For a word $w \in \Sigma^{\infty}$ we write $w_{i}$ to represent the $\mathrm{i}^{\text {th }}$
letter of $w$. The concatenation of two words $u \in \Sigma^{*}$ and $v \in \Sigma^{\infty}$ is written $u \cdot v$, or simply $u v$. For a word $w \in \Sigma^{\omega}$, we let $\operatorname{lnf}(w)=\left\{a \in \Sigma \mid w_{i}=a\right.$ for infinitely many $\left.i \in \mathbb{N}\right\}$.

### 2.1 Automata over infinite words and their acceptance conditions

## Automata

A (non-deterministic) automaton is a tuple $\mathcal{A}=\left(Q, q_{\text {init }}, \Sigma, \Delta, \Gamma\right.$, col,$\left.W\right)$, where $Q$ is a finite set of states, $q_{\text {init }} \in Q$ is an initial state, $\Sigma$ is an input alphabet, $\Delta \subseteq Q \times \Sigma \times Q$ is a set of transitions, $\Gamma$ is a finite set of output colours, col: $\Delta \rightarrow \Gamma$ is a colouring of the transitions, and $W \subseteq \Gamma^{\omega}$ is a language over $\Gamma$. We call the tuple (col, $W$ ) the acceptance condition of $\mathcal{A}$. We write $q \xrightarrow{a} q^{\prime}$ to denote a transition $e=\left(q, a, q^{\prime}\right) \in \Delta$, and $q \xrightarrow{a: c} q^{\prime}$ to further indicate that $\operatorname{col}(e)=c$. We write $q \xrightarrow[\sim]{w: u} q^{\prime}$ to represent the existence of a path from $q$ to $q^{\prime}$ labelled with the input letters $w \in \Sigma^{*}$ and output colours $u \in \Gamma^{*}$.

We say that $\mathcal{A}$ is deterministic (resp. complete) if for every $q \in Q$ and $a \in \Sigma$, there is at most (resp. at least) one transition of the form $q \xrightarrow{a} q^{\prime}$.

Given an automaton $\mathcal{A}$ and a word $w \in \Sigma^{\omega}$, a run over $w$ in $\mathcal{A}$ is a path

$$
q_{\text {init }} \xrightarrow{w_{0}: c_{0}} q_{1} \xrightarrow{w_{1}: c_{1}} q_{2} \xrightarrow{w_{2}: c_{2}} q_{3} \xrightarrow{w_{3}: c_{3}} \cdots \in \Delta^{\omega} .
$$

Such a run is accepting if $c_{0} c_{1} c_{2} \cdots \in W$, and rejecting otherwise. A word $w \in \Sigma^{\omega}$ is accepted by $\mathcal{A}$ if it admits an accepting run. The language recognised by an automaton $\mathcal{A}$ is the set

$$
\mathcal{L}(\mathcal{A})=\left\{w \in \Sigma^{\omega} \mid w \text { is accepted by } \mathcal{A}\right\}
$$

We say that two automata over the same input alphabet are equivalent if they recognise the same language.

- Remark 2.1. Most results in this paper concern the set of accepting runs of automata, rather than their languages. For instance we will try to modify the acceptance condition while preserving the set of accepting runs. However in the case of deterministic complete automata, those two notions coincide: preserving the set of accepting runs is exactly the same as preserving the language. Hence all results pertaining to the languages recognised by automata appearing in this paper will concern deterministic automata.
- Remark 2.2 (Transition-based acceptance). We remark that the colours used to define the acceptance of runs appear over transitions, instead of over states. This makes an important difference for many decisions problems on automata over infinite words such as the ones considered in this paper. For a discussion on the differences between transition-based and state-based automata, and arguments on why the first should be preferred, we refer to [7, Chapter VI].

Some corollaries of our results will refer to history-deterministic automata, although this model will not play a central role in our work. An automaton $\mathcal{A}$ is history-deterministic if there is a function $\sigma: \Sigma^{+} \rightarrow \Delta$ resolving its non-determinism in such a way that for every $w \in \mathcal{L}(\mathcal{A})$, the run built by this function is an accepting run.

## Acceptance conditions

We now define the main classes of languages used by automata over infinite words as acceptance conditions. We let $\Gamma$ stand for a finite set of colours.

Muller. We define the Muller language of a family $\mathcal{F} \subseteq 2_{+}^{\Gamma}$ of non-empty subsets of $\Gamma$ as:

$$
\operatorname{Muller}_{\Gamma}(\mathcal{F})=\left\{w \in \Gamma^{\omega} \mid \operatorname{Inf}(w) \in \mathcal{F}\right\}
$$

We will often refer to sets in $\mathcal{F}$ as accepting sets and sets not in $\mathcal{F}$ as rejecting sets.
Rabin. A Rabin condition is represented by a family $R=\left\{\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right), \ldots,\left(\mathfrak{g}_{r}, \mathfrak{r}_{r}\right)\right\}$ of Rabin pairs, where $\mathfrak{g}_{j}, \mathfrak{r}_{j} \subseteq \Gamma$. We define the Rabin language of a single Rabin pair $(\mathfrak{g}, \mathfrak{r})$ as

$$
\operatorname{Rabin}_{\Gamma}((\mathfrak{g}, \mathfrak{r}))=\left\{w \in \Gamma^{\omega} \mid \operatorname{Inf}(w) \cap \mathfrak{g} \neq \emptyset \wedge \operatorname{lnf}(w) \cap \mathfrak{r}=\emptyset\right\}
$$

and the Rabin language of a family of Rabin pairs $\mathcal{R}$ as: $\operatorname{Rabin}_{\Gamma}(\mathcal{R})=\bigcup_{j=1}^{r} \operatorname{Rabin}_{\Gamma}\left(\left(\mathfrak{g}_{j}, \mathfrak{r}_{j}\right)\right)$.
Streett. The Streett language of a family $R=\left\{\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right), \ldots,\left(\mathfrak{g}_{r}, \mathfrak{r}_{r}\right)\right\}$ of Rabin pairs is defined as the complement of its Rabin language:

$$
\operatorname{Streett}_{\Gamma}(\mathcal{R})=\Gamma^{\omega} \backslash \operatorname{Rabin}_{\Gamma}(\mathcal{R})
$$

Parity. We define the parity language over a finite alphabet $\Pi \subseteq \mathbb{N}$ as:

$$
\operatorname{parity}_{\Pi}=\left\{w \in \Pi^{\omega} \mid \min \operatorname{Inf}(w) \text { is even }\right\}
$$

A Muller language (resp. Rabin/Streett language) is a language that can be described as $\operatorname{Muller}_{\Sigma}(\mathcal{F})\left(\right.$ resp. $\left.\operatorname{Rabin}_{\Gamma}(\mathcal{R}) / \operatorname{Streett}_{\Gamma}(\mathcal{R})\right)$. We say that an automaton is a $\mathcal{C}$ automaton, for $\mathcal{C}$ one of the classes of languages above, if its acceptance condition uses a $\mathcal{C}$ language. We refer to the survey [2] for a more detailed account on different types of acceptance conditions.

- Remark 2.3. Muller languages are exactly the languages characterised by the set of letters seen infinitely often. They are also the languages recognised by deterministic Muller automata with one state.

We observe that parity languages are special cases of Rabin and Streett languages which are in turn special cases of Muller languages.

- Example 2.4. In Figure 1 we show different types of automata over the alphabet $\Sigma=\{a, b\}$ recognising the language of words that contain infinitely many $b s$ and eventually do not encounter the factor $a b b$.


Parity automaton $\mathcal{A}_{1}$.


With a Muller condition $\mathcal{F}=\{\{\gamma, \alpha\},\{\beta, \gamma\},\{\beta\}\}$.

With a Rabin condition

$$
\mathcal{R}=\{(\{\gamma\},\{\beta\}),(\{\beta\},\{\alpha\})\} .
$$

Automaton $\mathcal{A}_{2}$ with equivalent Muller and Rabin conditions over it.

Figure 1 Different types of automata recognising the language $L=\Sigma^{*} b^{\omega}+\Sigma^{*}\left(a^{+} b\right)^{\omega}=$ $\left\{w \in \Sigma^{\omega} \mid w\right.$ has infinitely many $b s$ and finitely many $a b b$ factors $\}$.

The 8 classes of automata obtained by combining the 4 types of acceptance conditions above with deterministic and non-deterministic models are equally expressive [32, 36]. We call the class of languages that can be recognised by these automata $\omega$-regular languages.

## Typeness

Let $\mathcal{A}_{1}=\left(Q, q_{\text {init }}, \Sigma, \Delta, \Gamma_{1}, \operatorname{col}_{1}, W_{1}\right)$ be a deterministic automaton, and let $\mathcal{C}$ be a class of languages (potentially containing languages over different alphabets). We say that $\mathcal{A}_{1}$ can be relabelled with a $\mathcal{C}$-acceptance condition, or that $\mathcal{A}$ is $\mathcal{C}$-type, if there is $W_{2} \subseteq \Gamma_{2}^{\omega}$, $W_{2} \in \mathcal{C}$, and a colouring function $\operatorname{col}_{2}: \Delta \rightarrow \Gamma_{2}$ such that $\mathcal{A}_{1}$ is equivalent to $\mathcal{A}_{2}=$ $\left(Q, q_{\text {init }}, \Sigma, \Delta, \Gamma_{2}, \mathrm{col}_{2}, W_{2}\right)$. In this case, we say that $\left(\mathrm{col}_{1}, W_{1}\right)$ and $\left(\mathrm{col}_{2}, W_{2}\right)$ are equivalent acceptance conditions over $\mathcal{A}$.

- Remark 2.5. In this work, we only consider typeness for deterministic automata. For nondeterministic models, typeness admits two non-equivalent definitions [29]: (1) the acceptance status of each individual infinite path coincide for both acceptance conditions, or (2) both automata recognise the same language.
- Example 2.6. The automaton $\mathcal{A}_{2}$ from Figure 1 is Rabin type, as we have labelled it with a Rabin acceptance condition that is equivalent over $\mathcal{A}$ to the Muller condition given by $\mathcal{F}$ (in this case, both conditions use the same set of colours $\Gamma=\{\alpha, \beta, \gamma\}$ ). However, we note that $\operatorname{Rabin}_{\Gamma}(\mathcal{R}) \neq \operatorname{Muller}_{\Gamma}(\mathcal{F})$, as $\gamma^{\omega} \in \operatorname{Rabin}_{\Gamma}(\mathcal{R})$, while $\gamma^{\omega} \notin \operatorname{Muller}_{\Gamma}(\mathcal{F})$. This is possible, as no infinite path in $\mathcal{A}_{2}$ is labelled by a word that differentiates both languages.

Given a Muller automaton $\mathcal{A}$, we use the expression deciding the typeness of $\mathcal{A}$ for the problem of answering if:

- $\mathcal{A}$ is Rabin type,
- $\mathcal{A}$ is Streett type, and
- $\mathcal{A}$ is parity type.

Formally, these are three different decision problems. We say that we can decide the typeness of a class of Muller automata in polynomial time if the three of them can be decided in polynomial time. ${ }^{1}$

## Parity index

Let $L \subseteq \Sigma^{\omega}$ be an $\omega$-regular language. The parity index of $L$ is the minimal number $k$ such that $L$ can be recognised by a deterministic parity automaton using $k$ output colours. ${ }^{2}$ Such number is well-defined, as any Muller automaton admits an equivalent deterministic parity automaton [36]. Moreover, it does not depend on the particular parity automaton used to recognise $L$ :

- Proposition 2.7 ([38]). Let $\mathcal{A}$ be a deterministic parity automaton recognising a language $L \subseteq \Sigma^{\omega}$. If $L$ has parity index $k$, then $\mathcal{A}$ admits an equivalent parity condition over it using only $k$ output colours.

As a matter of fact, the parity index of a language coincides with the minimal number of colours used by a Muller automaton recognising it [9, Proposition 6.14]. However, in contrast with the previous proposition, in order to reduce the number of colours of a Muller automaton we may need to modify its structure.

[^0]
### 2.2 The Zielonka tree and the Zielonka DAG

We now introduce two closely-related ways of representing Muller conditions, the Zielonka tree and the Zielonka DAG, which are obtained by recursively listing the maximal accepting and rejecting subsets of colours of a family $\mathcal{F} \subseteq 2_{+}^{\Gamma}$.

## Trees and DAGs

We represent a tree as a pair $T=(N, \preceq)$ with $N$ a non-empty finite set of nodes and $\preceq$ the ancestor relation ( $n \preceq n^{\prime}$ meaning that $n$ is above $n^{\prime}$ ). We assume the reader to be familiar with the usual vocabulary associated with trees. The set of leaves of $T$ is written Leaves $(T)$. An $A$-labelled tree is a tree $T$ together with a labelling function $\nu: N \rightarrow A$.

A directed acyclic graph (DAG) $(D, \preceq)$ is a non-empty finite set of nodes $D$ equipped with an order relation $\preceq$ called the ancestor relation such that there is a minimal node for $\preceq$, called the root. We apply to DAGs similar vocabulary than for trees (children, leaves, depth, subDAG rooted at a node, ...). An $A$-labelled $D A G$ is a DAG together with a labelling function $\nu: D \rightarrow A$.

## The Zielonka tree

- Definition 2.8 ([45]). Let $\mathcal{F} \subseteq 2_{+}^{\Gamma}$ be a family of non-empty subsets of a finite set $\Gamma$. The Zielonka tree for $\mathcal{F}$ (over $\Gamma),{ }^{3}$ denoted $\mathcal{Z}_{\mathcal{F}}=\left(N, \preceq, \nu: N \rightarrow 2_{+}^{\Gamma}\right)$ is a $2_{+}^{\Gamma}$-labelled tree with nodes partitioned into round nodes and square nodes, $N=N_{\bigcirc} \sqcup N_{\square}$, such that:
- The root is labelled $\Gamma$.
- If a node is labelled $X \subseteq \Gamma$, with $X \in \mathcal{F}$, then it is a round node, and it has a child for each maximal non-empty subset $Y \subseteq X$ such that $Y \notin \mathcal{F}$, which is labelled $Y$.
- If a node is labelled $X \subseteq \Gamma$, with $X \notin \mathcal{F}$, then it is a square node, and it has a child for each maximal non-empty subset $Y \subseteq X$ such that $Y \in \mathcal{F}$, which is labelled $Y$.

We write $\left|\mathcal{Z}_{\mathcal{F}}\right|$ to denote the number of nodes in $\mathcal{Z}_{\mathcal{F}}$.

- Remark 2.9. Let $n$ be a node of $\mathcal{Z}_{\mathcal{F}}$ and let $n_{1}$ be a child of it. If $\nu\left(n_{1}\right) \subsetneq X \subseteq \nu(n)$, then $\nu\left(n_{1}\right) \in \mathcal{F} \Longleftrightarrow X \notin \mathcal{F} \Longleftrightarrow \nu(n) \notin \mathcal{F}$. In particular, if $n_{1}, n_{2}$ are two different children of $n$, then $\nu\left(n_{1}\right) \in \mathcal{F} \Longleftrightarrow \nu\left(n_{2}\right) \in \mathcal{F} \Longleftrightarrow \nu\left(n_{1}\right) \cup \nu\left(n_{2}\right) \notin \mathcal{F}$.

The next lemma provides a simple way to decide if a subset $C \subseteq \Gamma$ belongs to $\mathcal{F}$ given the Zielonka tree. It follows directly from the previous remark.

- Lemma 2.10. Let $C \subseteq \Gamma$ and let $n$ be a node of $\mathcal{Z}_{\mathcal{F}}$ such that $C \subseteq \nu(n)$ and that is maximal for $\preceq$ amongst nodes containing $C$ in its label. Then, $C \in \mathcal{F}$ if and only if $n$ is round.
- Example 2.11. Let $\mathcal{F}$ be the Muller condition used by the automaton from Example 2.4: $\mathcal{F}=\{\{\gamma, \alpha\},\{\gamma, \beta\},\{\beta\}\}$, over the alphabet $\{\alpha, \beta, \gamma\}$. In Figure 2 we show the Zielonka tree of $\mathcal{F}$.

One important application of the Zielonka tree is that it provides minimal parity automata recognising Muller languages.

[^1]

Figure 2 Zielonka tree $\mathcal{Z}_{\mathcal{F}}$ for $\mathcal{F}=\{\{\gamma, \alpha\},\{\gamma, \beta\},\{\beta\}\}$.

- Proposition 2.12 ([9, Theorem 4.13]). Let $L=\operatorname{Muller}_{\Sigma}(\mathcal{F})$ be a Muller language. There is a deterministic parity automaton of size $\left|\operatorname{Leaves}\left(\mathcal{Z}_{\mathcal{F}}\right)\right|$ recognising $L$. Moreover, such an automaton is minimal both amongst deterministic and history-deterministic parity automata recognising $L$.

The Zielonka tree can also be used to obtain minimal history-deterministic Rabin automata. The formal statement of this result can be found in [10, Proposition 11].

## The Zielonka DAG

The Zielonka $D A G$ of a family $\mathcal{F} \subseteq 2_{+}^{\Gamma}$ is the labelled directed acyclic graph obtained by merging the nodes of $\mathcal{Z}_{\mathcal{F}}=(N, \preceq, \nu)$ that share a common label. Formally, if is the labelled DAG $\mathcal{Z}$-DAG $\mathcal{F}=\left(N^{\prime}, \preceq^{\prime}, \nu^{\prime}\right)$ where $N^{\prime}=\{C \subseteq \Sigma \mid \exists n$ node of the Zielonka tree such that $C=\nu(n)\}, \nu^{\prime}$ is the identity and the relation $\preceq^{\prime}$ is inherited from the ancestor relation of the tree: $C \preceq^{\prime} D$ if there are $n_{C}, n_{D}$ nodes of the Zielonka tree such that $\nu\left(n_{C}\right)=C$, $\nu\left(n_{D}\right)=D$ and $n_{C} \preceq n_{D}$. In particular, $C \preceq^{\prime} D$ implies $D \subseteq C$ (but the converse does not hold in general).

We remark that $\mathcal{Z}$-DAG $\mathcal{F}_{\mathcal{F}}$ inherits the partition of nodes into round and square ones. Moreover, children of a round node of the Zielonka DAG are square nodes and vice-versa. We also note that Remark 2.9 and Lemma 2.10 hold similarly replacing $\mathcal{Z}_{\mathcal{F}}$ by $\mathcal{Z}$-DAG $\mathcal{F}_{\mathcal{F}}$ in their statement.

- Example 2.13. The Zielonka DAG of the condition $\mathcal{F}=\{\{\gamma, \alpha\},\{\gamma, \beta\},\{\beta\}\}$ is obtained by merging the nodes labelled $\{\gamma\}$ in the tree from Figure 2. Another example can be found in Figure 5 (page 30).


## Representation of acceptance conditions

There is a wide variety of ways to represent a Muller language $W=\operatorname{Muller}_{\Gamma}(\mathcal{F})$, and the complexity and practicality of algorithms manipulating Muller automata may greatly differ depending on which of these representations is used [21, 23]. A colour-explicit representation is given simply as a list of the subsets appearing in $\mathcal{F} \subseteq 2_{+}^{\Gamma}$. In this section we have defined two further representations for Muller languages: the Zielonka tree and the Zielonka DAG. A thorough study of automata with acceptance condition given as a Zielonka DAG was conducted by Hugenroth [22]. Our results (of orthogonal nature) reinforce his thesis that the Zielonka DAG is a well-suited way of representing Muller acceptance conditions providing a good balance between succinctness and algorithmic properties.

In Figure 3 we provide a summary of the relationship between these three representations. These will be proved and studied in further detail in Section 5. We highlight that the Zielonka DAG can be built in polynomial time from both the Zielonka tree and from a
colour-explicit representation of a Muller condition [24, Theorem 3.17], being the most succinct representation of the three.


Figure 3 Comparison between the different representations of Muller conditions. A blue bold arrow from $X$ to $Y$ means that converting an $X$-representation into the form $Y$ cannot be done in polynomial time. A dashed arrow from $X$ to $Y$ means the opposite. The dotted arrow indicates that the polynomial translation can only be applied on a fragment of $X$, as it is more expressive than $Y$.

In practical applications it is sometimes useful to have a more succinct representation, and a common choice are Emerson-Lei conditions, which describe a family $\mathcal{F}$ as a positive boolean formula over the primitives $\operatorname{Inf}(c)$ and $\operatorname{Fin}(c)$, for $c \in \Gamma$. We do not consider Emerson-Lei representations in this work, as they inherit the complexity analysis of boolean formulas; for instance, the problem of emptiness of Emerson-Lei automata (even with a single state) is essentially the SAT problem, and thus NP-complete.

### 2.3 The Alternating Cycle Decomposition

We now present the Alternating Cycle Decomposition and its DAG-version, following [9]. We also justify their interest by listing some key properties, mainly, optimal transformations of automata (Proposition 2.18) and characterisations of the typeness and the parity index of automata (Propositions 2.19 and 2.20). We start with some definitions about cycles of automata.

## Cycles

Let $\mathcal{A}$ be an automaton with $Q$ and $\Delta$ as set of states and transitions, respectively. A cycle of $\mathcal{A}$ is a subset $\ell \subseteq \Delta$ such that there is a finite path $q_{0} \xrightarrow{a_{0}} q_{1} \xrightarrow{a_{1}} q_{2} \xrightarrow{a_{2}} \ldots q_{r} \xrightarrow{a_{r}} q_{0}$ with $e_{i}=\left(q_{i}, a_{i}, q_{i+1}\right) \in \Delta$ and $\ell=\left\{e_{0}, e_{1}, \ldots, e_{r}\right\}$. Note that we do not require this path to be simple, that is, edges and vertices may appear multiple times. The set of states of the cycle $\ell$ is $\operatorname{States}(\ell)=\left\{q_{0}, q_{1}, \ldots q_{r}\right\}$. The set of cycles of an automaton $\mathcal{A}$ is written $\operatorname{Cycles}(\mathcal{A})$. We will consider the set of cycles ordered by inclusion. For a state $q \in Q$, we note Cycles $(\mathcal{A})$ the subset of cycles of $Q$ containing $q$. Note that $\operatorname{Cycles}_{q}(\mathcal{A})$ is closed under union; moreover, the union of two cycles $\ell_{1}, \ell_{2} \in \operatorname{Cycles}(\mathcal{A})$ is again a cycle if and only if they have some state in common. A state is called recurrent if it belongs to some cycle and transient if it does not. If we see $\mathcal{A}$ as a graph, its cycles are the strongly connected subgraphs of that graph, and the maximal cycles are its strongly connected components (SCCs).

Let $\mathcal{A}$ be a Muller automaton with acceptance condition $\left(\operatorname{col}, \operatorname{Muller}_{\Gamma}(\mathcal{F})\right)$. Given a cycle $\ell \in \operatorname{Cycles}(\mathcal{A})$, we say that $\ell$ is accepting (resp. rejecting) if $\operatorname{col}(\ell) \in \mathcal{F}($ resp. $\operatorname{col}(\ell) \notin \mathcal{F})$.

## Tree of alternating subcycles and the Alternating Cycle Decomposition

- Definition 2.14. Let $\ell_{0} \in \operatorname{Cycles}(\mathcal{A})$ be a cycle. We define the tree of alternating subcycles of $\ell_{0}$, denoted AltTree $\left(\ell_{0}\right)=(N, \preceq, \nu: N \rightarrow \operatorname{Cycles}(\mathcal{A}))$ as a Cycles $(\mathcal{A})$-labelled tree with nodes partitioned into round nodes and square nodes, $N=N_{\bigcirc} \sqcup N_{\square}$, such that:
- The root is labelled $\ell_{0}$.
- If a node is labelled $\ell \in \operatorname{Cycles}(\mathcal{A})$, and $\ell$ is an accepting cycle $(\operatorname{col}(\ell) \in \mathcal{F})$, then it is a round node, and its children are labelled exactly with the maximal subcycles $\ell^{\prime} \subseteq \ell$ such that $\ell^{\prime}$ is rejecting $\left(\operatorname{col}\left(\ell^{\prime}\right) \notin \mathcal{F}\right)$.
- If a node is labelled $\ell \in \operatorname{Cycles}(\mathcal{A})$, and $\ell$ is a rejecting cycle $(\operatorname{col}(\ell) \notin \mathcal{F})$, then it is a square node, and its children are labelled exactly with the maximal subcycles $\ell^{\prime} \subseteq \ell$ such that $\ell^{\prime}$ is accepting $\left(\operatorname{col}\left(\ell^{\prime}\right) \in \mathcal{F}\right)$.
- Definition 2.15 (Alternating cycle decomposition). Let $\mathcal{A}$ be a Muller automaton, and let $\ell_{1}, \ell_{2}, \ldots, \ell_{k}$ be an enumeration of its maximal cycles. We define the alternating cycle decomposition of $\mathcal{A}$ to be the forest $\mathcal{A C D}(\mathcal{A})=\left\{\operatorname{Alt} \operatorname{Tree}\left(\ell_{1}\right), \ldots, \operatorname{Alt} \operatorname{Tree}\left(\ell_{k}\right)\right\}$.
- Remark 2.16. The Zielonka tree can be seen as the special case of the alternating cycle decomposition for automata with a single state. Indeed, a Muller language Muller ${ }_{\Sigma}(\mathcal{F})$ can be trivially recognised by a deterministic Muller automaton $\mathcal{A}$ with a single state $q$ and self loops $q \xrightarrow{a: a} q$. The ACD of this automaton is exactly the Zielonka tree of $\mathcal{F}$.
- Example 2.17. We show the alternating cycle decomposition of the automata $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ from Figure 1 in Figure 4. As these automata are deterministic, we can represent their transitions as couples $(q, a) \in Q \times \Sigma$. Since both of them are strongly connected, each ACD consists in a single tree, whose root is the whole set of transitions. The bold coloured subtrees correspond to local subtrees at states $p$ and $t$, respectively, as defined below.


Figure 4 Alternating cycle decomposition of $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, from Figure 1. In bold blue, the local subtrees of $\mathcal{A C D}\left(\mathcal{A}_{1}\right)$ at $p$ and of $\mathcal{A C D}\left(\mathcal{A}_{2}\right)$ at $t$.

## Local subtrees

We remark that for a recurrent state $q$ of $\mathcal{A}$, there is one and only one tree $\operatorname{Alt} \operatorname{Tree}\left(\ell_{i}\right)$ in $\mathcal{A C D}(\mathcal{A})$ such that $q$ appears in such a tree. On the other hand, transient vertices do not appear in the trees of $\mathcal{A C D}(\mathcal{A})$.

If $q$ is a recurrent state of $\mathcal{A}$, appearing in the $\mathrm{SCC} \ell_{i}$, we define the local subtree at $q$, noted $\mathcal{T}_{q}$, as the subtree of AltTree $\left(\ell_{i}\right)$ containing the nodes $N_{q}=\left\{n \in \operatorname{AltTree}\left(\ell_{i}\right) \mid\right.$ $q$ is a state in $\nu(n)\}$. If $q$ is a transient state, we define $\mathcal{T}_{q}$ to be a tree with a single node.

## The ACD-parity-transform

As mentioned in the introduction, the ACD was introduced as a structure to build small parity automata from Muller ones. Casares, Colcombet and Fijalkow [8] defined the $A C D$ -parity-transform $\mathcal{P}_{\mathcal{A}}^{A C D}$ of a Muller automaton $\mathcal{A}$, which is an equivalent parity automaton with the property that it is minimal amongst parity automata that can be obtained from $\mathcal{A}$ by duplication of states. They formalise this minimality statement using morphisms of automata. ${ }^{4}$

Let $\mathcal{A}$ and $\mathcal{B}$ be two deterministic automata over the same input alphabet. A morphism $\varphi: \mathcal{A} \rightarrow \mathcal{B}$ is a function sending states of $\mathcal{A}$ to states of $\mathcal{B}$ such that:

- $\varphi\left(q_{\text {init }}^{\mathcal{A}}\right)$ is the initial state of $\mathcal{B}$,
- for all transition $\left(q, a, q^{\prime}\right)$ in $\mathcal{A},\left(\varphi(q), a, \varphi\left(q^{\prime}\right)\right)$ is a transition in $\mathcal{B}$, and
- a run $\rho$ in $\mathcal{A}$ is accepting if and only if $\varphi(\rho)$ is accepting in $\mathcal{B}$.
- Proposition 2.18 ([9, Section 5.2]). Given a Muller automaton $\mathcal{A}$ and its $A C D$, we can build in polynomial time a parity automaton $\mathcal{P}_{\mathcal{A}}^{\mathrm{ACD}}$ equivalent to $\mathcal{A}$ such that no deterministic parity automaton admitting a morphism to $\mathcal{A}$ is smaller than $\mathcal{P}_{\mathcal{A}}^{\mathrm{ACD}}$.

This optimality result has been generalised to history-deterministic parity automata, and optimal transformations towards history-deterministic Rabin automata based on the ACD have been also proposed [9].

## The ACD-DAG

In the same way as we obtained the Zielonka DAG from the Zielonka tree, we define a DAG obtained by merging the nodes of the ACD sharing the same label.

Let $\mathcal{A}$ be a Muller automaton. The $D A G$ of alternating subcycles of a cycle $\ell$, denoted $\operatorname{AltDAG}(\ell)$ is the Cycles $(\mathcal{A})$-labelled DAG obtained by merging the nodes of AltTree $(\ell)$ with a same label. The $A C D-D A G$ of a Muller automaton $\mathcal{A}$ is $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})=\left\{\operatorname{AltDAG}\left(\ell_{1}\right), \ldots\right.$, $\left.\operatorname{AltDAG}\left(\ell_{k}\right)\right\}$, where $\ell_{1}, \ldots, \ell_{k}$ is an enumeration of the maximal cycles of $\mathcal{A}$ (that is, of its SCCs).

For $q$ a recurrent state of $\mathcal{A}$, we define the local subDAG at $q$, noted $\mathcal{D}_{q}$, as the DAG obtained by merging the nodes of $\mathcal{T}_{q}$ with a same label. We note that if $\ell_{i}$ is the maximal cycle containing $q, \mathcal{D}_{q}$ coincides with the subDAG of AltDAG $\left(\ell_{i}\right)$ consisting of the nodes labelled with cycles containing $q$.

The ACD-DAG of a deterministic Muller automaton $\mathcal{A}$ can be used to decide its typeness and the parity index of $\mathcal{L}(\mathcal{A})$.

- Proposition 2.19 ([9, Section 6.1]). Given a deterministic Muller automaton $\mathcal{A}$ and its ACD-DAG, we can decide the typeness of $\mathcal{A}$ in polynomial time. More precisely, $\mathcal{A}$ is:
- Rabin type if and if for all $q \in Q$ and round node $n \in \mathcal{D}_{q}$, $n$ has at most one child in $\mathcal{D}_{q}$;
- Streett type if and if for all $q \in Q$ and square node $n \in \mathcal{D}_{q}, n$ has at most one child in $\mathcal{D}_{q}$;

[^2]- parity type if and if for all $q \in Q, \mathcal{D}_{q}$ has a single branch.
- Proposition 2.20 ([9, Proposition 6.13]). Let $\mathcal{A}$ be a deterministic Muller automaton. The parity index of $\mathcal{L}(\mathcal{A})$ coincides with the maximal height of a $D A G$ from $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$ (which coincides with the maximal height of a tree from $\mathcal{A C D}(\mathcal{A})$ ).


## 3 Computation of the Alternating Cycle Decomposition

We present in this section the main contribution of the paper: a polynomial-time algorithm to compute the alternating cycle decomposition of a Muller automaton, and its analysis. We prove that if the acceptance condition of the automaton is represented as a Zielonka tree, we can compute $\mathcal{A C D}(\mathcal{A})$ in polynomial time (Theorem 3.1). This shows that the computation of the ACD is not harder than that of the Zielonka tree, (partially) explaining the strikingly performing experimental results from [11]. We also show that if the acceptance condition is represented as a Zielonka DAG, we can compute $\mathcal{A C D} \operatorname{DAG}(\mathcal{A})$ in polynomial time (Theorem 3.3), from which we can derive decidability in polynomial time of typeness of Muller automata (Corollary 3.4) and of the parity index of the languages they recognise (Corollary 3.5).

### 3.1 Statements of the results

We first state that results that will be obtained in this section. In all the section, given an automaton $\mathcal{A}, Q$ will stand for its set of states.

- Theorem 3.1 (Computation of the ACD). Given a Muller automaton $\mathcal{A}$ with acceptance condition represented by a Zielonka tree $\mathcal{Z}_{\mathcal{F}}$, we can compute $\mathcal{A C D}(\mathcal{A})$ in polynomial time in $|Q|+\left|\mathcal{Z}_{\mathcal{F}}\right|$.

As explained in Proposition 2.18, given the ACD of a Muller automaton $\mathcal{A}$, we can transform in polynomial time $\mathcal{A}$ into its ACD-parity-transform: a parity automaton equivalent to $\mathcal{A}$ that is minimal amongst parity automata obtained as a transformation of $\mathcal{A}$. The previous theorem implies that this can be done even if only the Zielonka tree of the acceptance condition of $\mathcal{A}$ is given as input.

- Corollary 3.2. We can compute the ACD-parity-transform of a Muller automaton in polynomial time, if its acceptance condition is given by a Zielonka tree.
- Theorem 3.3 (Computation of the ACD-DAG). Given a Muller automaton $\mathcal{A}$ with acceptance condition represented by a Zielonka $D A G \mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}$ (resp. colour-explicitly), we can compute $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$ in polynomial time in $|Q|+\mid \mathcal{Z}$-DAG $_{\mathcal{F}} \mid($ resp. $|Q|+|\mathcal{F}|)$.

Combining Theorem 3.3 with Propositions 2.19 and 2.20 , we directly obtain that we can decide typeness of Muller automata and the parity index of their languages in polynomial time.

- Corollary 3.4 (Polynomial-time decidability of typeness). Given a deterministic Muller automaton $\mathcal{A}$ with its acceptance condition represented colour-explicitly, as a Zielonka tree, or as a Zielonka $D A G$, we can decide the typeness of $\mathcal{A}$ in polynomial time.
- Corollary 3.5 (Polynomial-time decidability of parity index). Given a deterministic Muller automaton $\mathcal{A}$ with its acceptance condition represented colour-explicitly, as a Zielonka tree, or as a Zielonka $D A G$, we can determine the parity index of $\mathcal{L}(\mathcal{A})$ in polynomial time.

This last result contrasts with the fact that deciding the parity index of a language represented by a deterministic Rabin or Streett automaton is NP-complete [28, Theorem 28]. It was already well-known that the parity index was computable in polynomial time from a deterministic parity automata $[38,6]$.

### 3.2 Main algorithm

We present the pseudocode of an algorithm computing $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$ (Algorithm 1) from a Muller automaton $\mathcal{A}$. The full procedures requires a time polynomial in $|Q|+\mid \mathcal{Z}$-DAG $\mathcal{F} \mid+$ $|\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})| ;$ we will then obtain Theorem 3.3 by showing that $\mid \mathcal{A C D}$-DAG $(\mathcal{A})|\leq|Q| \cdot$ $\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|$ (if the acceptance condition is represented colour-explicitly, we can compute the Zielonka DAG from it in polynomial time [24]). If we want to compute the ACD of an automaton $\mathcal{A}$ with the acceptance condition given as a Zielonka tree, we can simply compute the Zielonka DAG from it, apply the previous procedure to get the ACD-DAG and then unfold the latter to obtain the ACD. As a result, we can compute the ACD in time polynomial in $|Q|+\left|\mathcal{Z}_{\mathcal{F}}\right|+|\mathcal{A C D}(\mathcal{A})|$; we will then obtain Theorem 3.1 by showing that $|\mathcal{A C D}(\mathcal{A})| \leq|Q| \cdot\left|\mathcal{Z}_{\mathcal{F}}\right|$. Quite surprisingly, the arguments we need to use to prove these upper bounds for $|\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})|$ and $|\mathcal{A C D}(\mathcal{A})|$ are quite different.

The algorithm we propose builds the ACD-DAG in a top-down fashion: first, it computes the strongly connected components of $\mathcal{A}$ and initialises the root of each of the DAGs in $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$. Then, it iteratively computes the children of the already found nodes using the sub-procedure ComputeChildren, presented in Algorithm 2. Given a node $n$ labelled with $\nu(n)=\ell$ (assume that $\ell$ is an accepting cycle), ComputeChildren goes through all round nodes in the Zielonka DAG and for each such node $m$ computes the maximal sub-cycles of $\ell$ that whose set of colours is included in the one of $m$, but not in the one of any child of $m$. The algorithm then selects maximal cycles among all those, add them to $\mathcal{A C D}$-DAG $(\mathcal{A})$ (if they do not already appear in the DAG) and sets them as children of $n$.

We use the following notations:

- SCC-Decomposition $(\mathcal{S})$ outputs a list of the strongly connected components of $\mathcal{S}$.
- pop(stck) removes an element from the stack stck and returns it.
- push(stck, L) adds the elements of $L$ to the stack stck.
- MaxInclusion(Ist) returns the list of the maximal subsets in Ist.

All the previous functions can be computed in polynomial time.
We provide in Algorithm 2 a procedure to compute the children of a node of the ACDDAG. We show in Lemma 3.6 that this algorithm is correct and terminates in polynomial time in $\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|+|Q|$. We say that two nodes have the same shape if they are both round or both square.

### 3.3 Complexity analysis

We now prove correctness and termination in polynomial time of the algorithms presented in the previous subsection, establishing Theorems 3.1 and 3.3.

We first remark that Algorithm 1 makes at most $|\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})|$ calls to the function ComputeChildren, as each node of the ACD-DAG is added at most once to nodesToTreat. Therefore, to obtain Theorem 3.3 (computation of the ACD-DAG) we need to show: (1) $|\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})|$ is polynomial in $|Q|+\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|$, and (2) the function ComputeChildren takes polynomial time in this measure.

```
Algorithm 1 Computation of the ACD-DAG
Input: A Muller automaton \(\mathcal{A}\)
Output: \(\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})\)
\(\left\langle\mathcal{S}_{1}, \ldots, \mathcal{S}_{r}\right\rangle \leftarrow\) SCC-Decomposition \((\mathcal{A})\)
Add \(\mathcal{S}_{1}, \ldots, \mathcal{S}_{r}\) as the root of \(r\) different DAGs of \(\mathcal{A C D}\)-DAG \((\mathcal{A})\)
nodesToTreat \(\leftarrow\left\langle\mathcal{S}_{1}, \ldots, \mathcal{S}_{r}\right\rangle \quad \triangleright\) Initialise a stack
while nodesToTreat \(\neq \emptyset\) do
    \(\mathrm{n} \leftarrow \mathrm{pop}(\) nodesToTreat)
    children \(\leftarrow\) ComputeChildren(n)
    newChildren \(\leftarrow\) elements of children that do not appear in \(\mathcal{A C D}\)-DAG \((\mathcal{A})\)
        Add the nodes of newChildren to \(\mathcal{A C D}\)-DAG \((\mathcal{A})\)
        Add an edge from \(n\) to each element of children
        push(nodesToTreat, newChildren)
    end while
    return \(\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})\)
```

```
Algorithm 2 ComputeChildren( \(n\) ): Computing the children of a node \(n\) of the ACD-DAG
    Input: A node of \(\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})\) labelled by a cycle \(C\)
    Output: Maximal subcycles \(\ell_{1}, \ldots, \ell_{k}\) of \(C\) such that \(\operatorname{col}\left(\ell_{i}\right) \in \mathcal{F} \Longleftrightarrow \operatorname{col}(C) \notin \mathcal{F}\).
    children \(\leftarrow \emptyset\)
    for \(m \in \mathcal{Z}\)-DAG \(_{\mathcal{F}}\) a node of the same shape as \(n\) do
    \(C_{m} \leftarrow\) restriction of \(C\) to transitions \(e\) such that \(\operatorname{col}(e) \in C\)
    \(\left\langle C_{m, 1}, \ldots, C_{m, r}\right\rangle \leftarrow\) SCC-Decomposition \(\left(C_{m}\right)\)
    for \(i=1, \ldots, r\) do
        if for all child \(p\) of \(m, \operatorname{col}\left(C_{m, i}\right) \nsubseteq \operatorname{col}(\nu(p))\) then
            children \(\leftarrow\) children \(\cup\left\{C_{m, i}\right\}\)
        end if
    end for
    end for
    children \(\leftarrow\) MaxInclusion(children)
    return children
```

We start by showing that we can compute the children of a node of $\mathcal{A C D}$-DAG $(\mathcal{A})$ in polynomial time in $|Q|+\mid \mathcal{Z}$-DAG $_{\mathcal{F}} \mid$. The obtention of the upper bounds on $\mathcal{A C D}$ - $\operatorname{DAG}(\mathcal{A})$ will be the subject of the next subsection.

- Lemma 3.6. Algorithm 2 computes the list of children of a node of $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$ in polynomial time in $\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|+|Q|$.

Proof. First let us argue that the returned list contains exactly the children of the input node in $\mathcal{A C D}$-DAG $(\mathcal{A})$.

Let $n$ be the input node, $C$ its label, and let us assume that it is square, the other case is symmetric. Its children are the maximal cycles $\ell_{1}, \ldots, \ell_{k} \in \operatorname{Cycles}(C)$ such that $\operatorname{col}\left(\ell_{i}\right) \in \mathcal{F}$. By definition of $\mathcal{Z}$-DAG $\mathcal{F}$, those are the maximal cycles such that there exists a round node $m$ in $\mathcal{Z}$-DAG $_{\mathcal{F}}$ such that $\operatorname{col}\left(\ell_{i}\right) \subseteq C$ and $\operatorname{col}\left(\ell_{i}\right) \nsubseteq p$ for all children $p$ of $C$. This is straightforwardly what Algorithm 2 computes, as the algorithm goes through all round nodes $C$, computes the maximal cycles whose set of colours are included in $C$ but not in its children in $\mathcal{Z}$-DAG $_{\mathcal{F}}$ and adds them to children. It then outputs the maximal cycles in children.

For the complexity, note that we go through the for loop on line 2 at most $\mid \mathcal{Z}$-DAG $\mathcal{F}_{\mathcal{F}} \mid$ times, and through the for loop of line 5 at most $|Q|$ times at each iteration. Computing SCC-Decomposition $\left(\mathcal{S}_{C}\right)$ on line 4 requires time linear in $|Q|$ by Tarjan's algorithm [43]. As a result, the execution time of Algorithm 2 up to line 10 and the size of children after line 10 are both polynomial in $|Q|+\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{A}}\right|$, hence the whole algorithm takes polynomial time in that measure.

### 3.4 Upper bounds on the size of the ACD and the ACD-DAG

We now establish the desired upper bounds on the size of the ACD and the ACD-DAG. We start by proving that $|\mathcal{A C D}(\mathcal{A})| \leq|Q| \cdot\left|\mathcal{Z}_{\mathcal{F}}\right|$; the analysis of the size of $\mathcal{A C D}$ - $\operatorname{DAG}(\mathcal{A})$ will be a refinement of this proof.

A polynomial upper bound on the size of $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$ implies Theorem 3.3 simply by combining the fact that computing the children of a node of $\mathcal{A C D}$ - $\operatorname{DAG}(\mathcal{A})$ requires a time polynomial in $\mid \mathcal{Z}$-DAG $\mathcal{F}_{\mathcal{F}}|+|Q|$ (Lemma 3.6), and the fact that we call ComputeChildren exactly once per node of $\mathcal{A C} \mathcal{D}-\operatorname{DAG}(\mathcal{A})$ in Algorithm 1 (as we never push back in nodesToTreat any set that was already explored, see line 7-8).

To establish Theorem 3.1, we remark that to compute $\mathcal{A C D}(\mathcal{A})$ from $\mathcal{Z}_{\mathcal{F}}$ and $\mathcal{A}$ we simply fold $\mathcal{Z}_{\mathcal{F}}$ to obtain $\mathcal{Z}$-DAG $\mathcal{F}_{\mathcal{F}}$, apply Theorem 3.3 to get $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$, and then unfold the latter to obtain $\mathcal{A C D}(\mathcal{A})$. The first two steps requires a time polynomial in $\mid \mathcal{Z}$ - $\mathrm{DAG}_{\mathcal{F}}|+|Q| \leq$ $\left|\mathcal{Z}_{\mathcal{F}}\right|+|Q|$, while the third step takes a time polynomial in $|\mathcal{A C D}(\mathcal{A})| \leq|Q| \cdot\left|\mathcal{Z}_{\mathcal{F}}\right|$.

## Upper bound on the size of the ACD

- Proposition 3.7. Let $\mathcal{A}$ be a Muller automaton and $\mathcal{F}$ the family defining its acceptance condition. Then, $|\mathcal{A C D}(\mathcal{A})| \leq|Q| \cdot\left|\mathcal{Z}_{\mathcal{F}}\right|$.

We start by giving a technical lemma that will be useful for the subsequent analysis.

- Lemma 3.8. Let $C \subseteq \Gamma$ and let $n_{C}$ be a node in $\mathcal{Z}_{\mathcal{F}}$ such that $C \subseteq \nu\left(n_{C}\right)$. Let $D_{1}, \ldots, D_{k}$ be $k$ subsets of $C$ such that, for all $i \neq j, C \in \mathcal{F} \Longleftrightarrow D_{i} \notin \mathcal{F} \Longleftrightarrow D_{i} \cup D_{j} \in \mathcal{F}$. Then, there are $k$ strict descendants of $n_{C}, n_{1}, \ldots, n_{k}$, such that $D_{i} \subseteq \nu\left(n_{i}\right), \nu\left(n_{i}\right) \in \mathcal{F} \Longleftrightarrow D_{i} \in \mathcal{F}$ and such that nodes $n_{i}$ are pairwise incomparable for the ancestor relation. Moreover, these nodes can be computed in polynomial time in $\left|\mathcal{Z}_{\mathcal{F}}\right|$.

Proof. To simplify notations we assume that $C \in \mathcal{F}$ and $D_{i} \notin \mathcal{F}$ (the proof is symmetric in the other case). For each $D_{i}$ we pick a node $n_{i}$ which is a descendant of $n_{C}$, such that $D_{i} \subseteq \nu\left(n_{i}\right)$ and maximal for $\preceq$ with this property. In particular, $n_{i}$ is square and a strict descendant (Lemma 2.10). We prove that, for $j \neq i, D_{j} \nsubseteq \nu\left(n_{i}\right)$, implying that $n_{i}$ and $n_{j}$ are incomparable for the ancestor relation. Suppose by contradiction that for some $j \neq i$, $D_{j} \subseteq \nu\left(n_{i}\right)$. Then, $D_{j} \subseteq D_{i} \cup D_{j} \subseteq \nu\left(n_{i}\right)$, so, by Lemma 2.10, $D_{i} \cup D_{j} \notin \mathcal{F}$, contradicting the hypothesis.

- Lemma 3.9. For every state $q$, the tree $\mathfrak{T}_{q}$ has size at most $\left|\mathcal{Z}_{\mathcal{F}}\right|$.

Proof. We define in a top-down fashion an injective function $f: \mathscr{T}_{q} \rightarrow \mathcal{Z}_{\mathcal{F}}$. For the base case, we send the root of $\mathcal{T}_{q}$ to the root of $\mathcal{Z}_{\mathcal{F}}$. Let $n$ be a node in $\mathcal{T}_{q}$ such that $f(n)$ has been defined, and let $n_{1}, \ldots, n_{k}$ be its children. We let $C_{n}=\operatorname{col}(\nu(n))$ and $D_{i}=\operatorname{col}\left(\nu\left(n_{i}\right)\right)$ be the colours labelling the cycles of these nodes. These sets satisfy that for $i \neq j, C_{n} \in$ $\mathcal{F} \Longleftrightarrow D_{i} \notin \mathcal{F} \Longleftrightarrow D_{i} \cup D_{j} \in \mathcal{F}$. Indeed, if the union of $D_{i}$ and $D_{j}$ does not change the acceptance, we could take the union of the corresponding cycles, contradicting maximality. Lemma 3.8 provides $k$ descendants of $f(n)$ such that the subtrees rooted at them are pairwise disjoint. This allows to define $f\left(n_{i}\right)$ for all $i$ and carry out the induction.

We conclude that the size of $\mathcal{A C D}(\mathcal{A})$ is polynomial in $|Q|+\left|\mathcal{Z}_{\mathcal{F}}\right|$, concluding the proof of Proposition 3.7:

$$
|\mathcal{A C D}(\mathcal{A})| \leq \sum_{q \in Q}\left|\mathcal{I}_{q}\right| \leq|Q| \cdot\left|\mathcal{Z}_{\mathcal{F}}\right| .
$$

## Upper bound on the size of the ACD-DAG

- Proposition 3.10. Let $\mathcal{A}$ be a Muller automaton and $\mathcal{F}$ the family defining its acceptance condition. Then, $|\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})| \leq|Q| \cdot\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|$.

For obtaining this result, we want to follow the same proof scheme than in Proposition 3.7: our objective is to show that for all $q \in Q$, the local subDAG $\mathcal{D}_{q}$ can be embedded in $\mathcal{Z}$-DAG ${ }_{F}$. However, we face a technical difficulty; in the case of the ACD we had that the subtrees rooted at $k$ incomparable nodes were disjoint, which allowed us to carry out the recursion smoothly. This property no longer holds in DAGs.

- Lemma 3.11. For every state $q$, the $D A G \mathcal{D}_{q}$ has size at most $\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|$.

Proof. We will define an injective function $f: \mathcal{D}_{q} \rightarrow \mathcal{Z}$-DAG $_{\mathcal{F}}$. For a node $n$ in $\mathcal{D}_{q}$, we let $C_{n}=\operatorname{col}(\nu(n))$ be the set of colours appearing in the label of $n$. If $n$ is not the root, we define $\operatorname{pred}(n)$ to be an immediate ancestor of $n$ (that is, $n$ is a child of $\operatorname{pred}(n)$ ). We let $\operatorname{pred}^{*}(n)$ be the sub-branch of nodes above $n$ obtained by successive applications of pred, that is, $\operatorname{pred}^{*}(n)=\left\{n^{\prime} \in \mathcal{D}_{q} \mid n^{\prime}=\operatorname{pred}^{k}(n)\right.$ for some $\left.k\right\}$. We note that the elements of $\operatorname{pred}^{*}(n)$ are totally ordered by $\preceq$ ( $n$ being the maximal node and the root the minimal one).

We define $f$ recursively: For the root $n_{0}$ of $\mathcal{D}_{q}$, we let $f\left(n_{0}\right)$ be a maximal node (for $\preceq)$ in $\mathcal{Z}$-DAG $\mathcal{F}^{F}$ containing $C_{n_{0}}$ in its label. For $n$ a node such that we have define $f$ for all its ancestors, we let $f(n)$ be a maximal node (for $\preceq$ ) in the subDAG rooted at $f(\operatorname{pred}(n))$ containing $C_{n}$ in its label. We remark that $f(n)$ is a round node if and only if $n$ is a round node (by Lemma 2.10). Also, if $n^{\prime}$ is an ancestor of $n$ in $\operatorname{pred}^{*}(n)$, then $f\left(n^{\prime}\right)$ is an ancestor of $f(n)$ in $\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}$.

We prove now the injectivity of $f$. Let $n_{1}, n_{2}$ be two different nodes in $\mathcal{D}_{q}$ (that is, $\left.\nu\left(n_{1}\right) \neq \nu\left(n_{2}\right)\right)$. First, we show that the colours appearing in their labels must differ.
$\triangleright$ Claim 3.11.1. It is satisfied that $C_{n_{1}} \neq C_{n_{2}}$.
Proof. Suppose by contradiction that $C_{n_{1}}=C_{n_{2}}$. Then, any node $n$ containing $\nu\left(n_{1}\right)$ in its label satisfies that $\nu(n)$ is an accepting cycle if and only if $\nu(n) \cup \nu\left(n_{2}\right)$ is an accepting cycle. Let $n$ be a node of minimal depth such that $\nu\left(n_{1}\right) \subseteq \nu(n)$ and $\nu\left(n_{2}\right) \nsubseteq \nu(n)$. The label of an immediate predecessor of $n$ contains $\nu\left(n_{1}\right) \cup \nu\left(n_{2}\right)$ by minimality. This leads to a contradiction, as $\nu(n) \subsetneq \nu(n) \cup \nu\left(n_{2}\right)$, so $\nu(n)$ would not be a maximal subcycle producing an alternation in the acceptance status.

We assume w.l.o.g. that $n_{1}$ is round (that is, $C_{n_{1}} \in \mathcal{F}$ ). Suppose by contradiction that $f\left(n_{1}\right)=f\left(n_{2}\right)$. Then, $n_{2}$ is also round, and it is satisfied that $C_{n_{1}} \cup C_{n_{2}} \subseteq f\left(n_{1}\right)$, by definition of $f$. Again by definition of $f$, no child of $f\left(n_{1}\right)$ contains $C_{1} \cup C_{2}$, so, by Lemma 2.10, $C_{1} \cup C_{2} \in \mathcal{F}$. Let $n^{\prime}$ be the minimal node in pred ${ }^{*}\left(n_{1}\right)$ such that $\nu\left(n_{2}\right) \subseteq \nu\left(n^{\prime}\right)$. We do the prove for the case in which $n^{\prime}$ is round, the other case is symmetric. Let $\tilde{n}$ be the child of $n^{\prime}$ in $\operatorname{pred}^{*}\left(n^{\prime}\right)$, which is a square node. We claim that the following three properties hold:
i) $C_{\tilde{n}} \cup C_{n_{2}} \in \mathcal{F}$,
ii) $C_{\tilde{n}} \cup C_{n_{2}} \subseteq f(\tilde{n})$, and
iii) no child of $f(\tilde{n})$ contains $C_{\tilde{n}} \cup C_{n_{2}}$.

This leads to a contradiction, as the second and third items, combined with Lemma 2.10 and the fact that $f(\tilde{n})$ is a square node, imply that $C_{\tilde{n}} \cup C_{n_{2}} \notin \mathcal{F}$. We prove the three items:
i) Follows from the fact that $\nu(\tilde{n})$ is a maximal rejecting cycle of $\nu\left(n^{\prime}\right)$, but $\nu\left(n^{\prime}\right)$ contains $\nu(\tilde{n}) \cup \nu\left(n_{2}\right)$.
ii) By definition of $f, C_{\tilde{n}} \subseteq f(\tilde{n})$. Also, the node $f(\tilde{n})$ is an ancestor of $f\left(n_{2}\right)$, so $C_{n_{2}} \subseteq$ $f\left(n_{2}\right) \subseteq f(\tilde{n})$.
iii) By definition of $f$, no child of $f(\tilde{n})$ contains $C_{\tilde{n}}$ in its label.

We conclude that the size of $\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})$ is polynomial in $|Q|+\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|$ :

$$
|\mathcal{A C D}-\operatorname{DAG}(\mathcal{A})| \leq \sum_{q \in Q}\left|\mathcal{D}_{q}\right| \leq|Q| \cdot\left|\mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}\right|
$$

## 4 Minimisation of colours and Rabin pairs

We consider the problem of minimising the representation of the acceptance condition of automata. That is, given an automaton $\mathcal{A}$ using a Muller (resp. Rabin) acceptance condition, what is the minimal number of colours (resp. Rabin pairs) needed to define an equivalent acceptance condition over $\mathcal{A}$ ?

We first study the question of the minimisation of colours for Muller languages, without taking into account the structure of the automaton. We show that given the Zielonka DAG of the condition (resp. set of Rabin pairs), we can minimise its number of colours (resp. number of Rabin pairs) in polynomial time (Theorems 4.2 and 4.5). An alternative point of view over the minimisation of Rabin pairs, using generalised Horn formulas, is presented in Appendix A. Then, we consider the question taking into account the structure of the automaton. Surprisingly, we show that in this case both problems are NP-hard, even if the ACD is given as input (Theorems 4.13 and 4.15).

### 4.1 Minimisation of the representation of Muller languages in polynomial time

### 4.1.1 Minimisation of colours for Muller languages

We say that a Muller language $L \subseteq \Sigma^{\omega}$ is $k$-colour type if there is a set of $k$ colours $\Gamma$, a Muller language $L^{\prime} \subseteq \Gamma^{\omega}$ and a mapping $\phi: \Sigma \rightarrow \Gamma$ such that for all $w \in \Sigma^{\omega}, w \in L \Longleftrightarrow \phi(w) \in L^{\prime}$. $\rightarrow$ Remark 4.1. A Muller language $L \subseteq \Sigma^{\omega}$ is $k$-colour type if and only if it can be recognised by a deterministic Muller automaton with one state using $k$ output colours.

Also, $L$ is $k$-colour type if and only if all automata $\mathcal{A}$ using $L$ as acceptance condition can be relabelled with an equivalent Muller condition using at most $k$ colours.

```
Problem: Colour-Minimisation-ML
    Input: A Muller language \(\operatorname{Muller}_{\Sigma}(\mathcal{F})\) represented by the Zielonka
            DAG \(\mathcal{Z}\)-DAG \(\mathcal{F}\) and a positive integer \(k\).
Question: Is Muller \({ }_{\Sigma}(\mathcal{F}) k\)-colour type?
```

We could have chosen other representations of $\operatorname{Muller}_{\Sigma}(\mathcal{F})$ for the input of this problem (mainly, colour-explicitly or as a Zielonka tree). We have chosen to specify the input as a Zielonka DAG, as it is more succinct than the other representations (c.f. Figure 3 and Propositions $5.6,5.7$ ). We now prove that this problem can be solved in polynomial time if $\mathcal{F}$ is represented as a Zielonka DAG, which implies that it can be equally solved in polynomial time if $\mathcal{F}$ is represented colour-explicitly or as a Zielonka tree.

- Theorem 4.2 (Tractability of minimisation of colours for Muller languages). The problem Colour-Minimisation-ML can be solved in polynomial time.
Proof. We say that two letters $a, b \in \Sigma$ are $\mathcal{F}$-equivalent, written $a \sim_{\mathcal{F}} b$, if, for all $C \subseteq \Sigma$ :

$$
C \cup\{a\} \in \mathcal{F} \Longleftrightarrow C \cup\{b\} \in \mathcal{F} \Longleftrightarrow C \cup\{a, b\} \in \mathcal{F} .
$$

It is immediate to check that $\sim_{\mathcal{F}}$ is indeed an equivalence relation. We let $[a]$ denote the equivalence class of $a$ for $\sim_{\mathcal{F}}, \Sigma / \sim_{\mathcal{F}}$ the set of equivalence classes, and for $C \subseteq \Sigma$, we write $\pi(C)=\{[a] \mid a \in C\}$.
$\triangleright$ Claim 4.2.1. For all $C \subseteq \Sigma, C \in \mathcal{F} \Longleftrightarrow \bigcup_{a \in C}[a] \in \mathcal{F}$.
Proof. For each $a \in C$, we can add all the elements in $[a]$ one by one to $C$ without changing the acceptance status.
$\triangleleft$
$\triangleright$ Claim 4.2.2. $\operatorname{Muller}_{\Sigma}(\mathcal{F})$ is $k$-colour type if and only if there are at most $k$ classes for the $\mathcal{F}$-equivalence relation.

Proof. Assume that $\operatorname{Muller}_{\Sigma}(\mathcal{F})$ is $k$-colour type. Then, there is a Muller automaton $\mathcal{A}$ with one state $q$ and using a Muller acceptance condition over $\Gamma$, with $|\Gamma|=k$. This defines a function $f: \Sigma \rightarrow \Gamma$ that sends $a$ to $\alpha$ if $\alpha$ is the colour produced when reading $a$, that is, if $q \xrightarrow{a: \alpha} q$ is the corresponding transition in $\mathcal{A}$. It is immediate that if $f(a)=f(b)$, then $a \sim_{\mathcal{F}} b$, so there are no more than $|\Gamma|=k$ equivalence classes for $\sim_{\mathcal{F}}$.

Conversely, we can define a one-state Muller automaton using as output colours the equivalence classes for $\sim_{\mathcal{F}}: q \xrightarrow{a:[a]} q$, using as acceptance condition the language associated to:

$$
\widetilde{\mathcal{F}}=\{\pi(C) \mid C \in \mathcal{F}\}
$$

The fact that the obtained automaton recognises $\operatorname{Muller}_{\Sigma}(\mathcal{F})$ follows from Claim 4.2.1.
$\triangleright$ Claim 4.2.3. Two letters $a, b \in \Sigma$ are $\mathcal{F}$-equivalent if and only for every node $n$ of the Zielonka DAG of $\mathcal{F}, a \in \nu(n) \Longleftrightarrow b \in \nu(n)$.

Proof. Suppose that there is a node $n$ in the Zielonka DAG such that $a \in \nu(n)$ and $b \notin \nu(n)$. Take a minimal node with this property, and let $n^{\prime}$ be its parent. Then, by minimality, $a \in \nu(n)$, $b \notin \nu(n)$, but $a, b \in \nu\left(n^{\prime}\right)$. By Remark 2.9, we obtain that $\nu(n)=\nu(n) \cup\{a\} \in \mathcal{F} \Longleftrightarrow \nu(n) \cup\{a, b\} \notin \mathcal{F}$, so $a$ and $b$ are not $\mathcal{F}$-equivalent.

For the other direction, let $C \subseteq \Sigma$ and take a minimal node $n$ such that $C \cup\{a\} \subseteq \nu(n)$. Then, $b \in \nu(n)$, so $n$ is also minimal such that $C \cup\{a, b\} \subseteq \nu(n)$, and therefore $C \cup\{a\} \in$ $\mathcal{F} \Longleftrightarrow C \cup\{a, b\} \in \mathcal{F}$. The third equivalence is obtained by symmetry.

Claim 4.2.2 tells us that in order to minimise the number of required colours, we need to compute the classes of the $\mathcal{F}$-equivalence relation. This can be directly done by inspecting the Zielonka DAG by Claim 4.2.3.

### 4.1.2 Minimisation of Rabin pairs for Rabin languages

We say that a Rabin language $L \subseteq \Sigma^{\omega}$ is $k$-Rabin-pair type if there is a family of $k$ Rabin pairs $\mathcal{R}$ over some set of colours $\Gamma$ and a mapping $\phi: \Sigma \rightarrow \Gamma$ such that for all $w \in \Sigma^{\omega}$, $w \in L \Longleftrightarrow \phi(w) \in \operatorname{Rabin}_{\Gamma}(\mathcal{R})$.

- Remark 4.3. A Rabin language $L \subseteq \Sigma^{\omega}$ is $k$-Rabin-pair type if and only if it can be recognised by a deterministic Rabin automaton with one state using $k$ Rabin pairs.
- Remark 4.4. If $L \subseteq \Sigma^{\omega}$ is $k$-Rabin-pair type, then there exists a family of $k$ Rabin pairs $\mathcal{R}^{\prime}$ over $\Sigma$ such that $L=\operatorname{Rabin}_{\Sigma}\left(\mathcal{R}^{\prime}\right)$.

Proof. Let $\mathcal{R}=\left\{\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right), \ldots,\left(\mathfrak{g}_{k}, \mathfrak{r}_{k}\right)\right\}$ be a set of Rabin pairs over $\Gamma$ and let $\phi: \Sigma \rightarrow \Gamma$ such that for all $w \in \Sigma^{\omega}, w \in L \Longleftrightarrow \phi(w) \in \operatorname{Rabin}_{\Gamma}(\mathcal{R})$. It suffices to define $\mathcal{R}^{\prime}=$ $\left\{\left(\mathfrak{g}_{1}^{\prime}, \mathfrak{r}_{1}^{\prime}\right), \ldots,\left(\mathfrak{g}_{k}^{\prime}, \mathfrak{r}_{k}^{\prime}\right)\right\}$ with $\mathfrak{g}_{i}^{\prime}=\phi^{-1}\left(\mathfrak{g}_{i}\right)$ and $\mathfrak{r}_{i}^{\prime}=\phi^{-1}\left(\mathfrak{g}_{i}\right)$.

$$
\begin{aligned}
\text { Problem: } & \text { Rabin-Pair-Minimisation-ML } \\
\text { Input: } & \text { A family of Rabin pairs } \mathcal{R} \text { over } \Sigma \text { and a positive integer } k . \\
\text { Question: } & {\text { Is } \operatorname{Rabin}_{\Sigma}(\mathcal{R}) k \text {-Rabin-pair type? }}^{\text {Q }} \text {. }
\end{aligned}
$$

- Theorem 4.5 (Tractability of minimisation of Rabin pairs for Rabin languages). The problem Rabin-Pair-Minimisation-ML can be solved in polynomial time.

Given a set of Rabin pairs $\mathcal{R}=\left\{\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right), \ldots,\left(\mathfrak{g}_{r}, \mathfrak{r}_{r}\right)\right\}$ over $\Sigma$ and a set $S \subseteq \Sigma$, we say that $S$ satisfies (or that is accepted by) $\mathcal{R}$ if, for some $i, S \cap \mathfrak{g}_{i} \neq \emptyset$ and $S \cap \mathfrak{r}_{i}=\emptyset$. Otherwise, we say that $S$ is rejected by $\mathcal{R}$. By a small abuse of notation, we write $S \in \operatorname{Rabin}_{\Sigma}(\mathcal{R})$ (resp. $\left.S \notin \operatorname{Rabin}_{\Sigma}(\mathcal{R})\right)$ if $S$ is accepted by (resp. rejected by) $\mathcal{R}$. We define the same notions for Streett conditions symmetrically.

- Lemma 4.6. Let $\mathcal{R}$ be a family of Rabin pairs over $\Sigma$ and let $S \subseteq \Sigma$. There exists a maximum subset of $S$ rejected by $\mathcal{R}$, and it is computable in polynomial time.

Proof. We describe an algorithm building a decreasing sequences of subsets of $S$. Initially, set $T=S$. While there exists $(\mathfrak{g}, \mathfrak{r}) \in \mathcal{R}$ satisfied by $T$, set $T=T \backslash \mathfrak{g}$. This algorithm maintains the invariant that all sets rejected by $\mathcal{R}$ should be included in $T$. Furthermore, it terminates in at most $|\Sigma|$ iterations as $T$ strictly decreases at each step. In the end, we obtain a set that does not satisfy $\mathcal{R}$, and that is maximum by the invariant property.

- Lemma 4.7. Given two families $\mathcal{R}, \mathcal{R}^{\prime}$ of Rabin pairs over $\Sigma$, there is a polynomialtime algorithm that checks whether $\operatorname{Rabin}_{\Sigma}(\mathcal{R}) \nsubseteq \operatorname{Rabin}_{\Sigma}\left(\mathcal{R}^{\prime}\right)$ and returns a maximal set $S \in \operatorname{Rabin}_{\Sigma}(\mathcal{R}) \backslash \operatorname{Rabin}_{\Sigma}\left(\mathcal{R}^{\prime}\right)$ if it is the case.

Proof. For each $(\mathfrak{g}, \mathfrak{r}) \in \mathcal{R}$, we apply the following procedure.
Set $S=\Sigma \backslash \mathfrak{r}$, and define $S_{(\mathfrak{g}, \mathfrak{r})}$ as the maximum subset of $S$ not satisfying $\mathcal{R}^{\prime}$. We can compute $S_{(\mathfrak{g}, \mathfrak{r})}$ by Lemma 4.6. If $S_{(\mathfrak{g}, \mathfrak{r})} \cap \mathfrak{g}=\emptyset$, then it does not satisfy ( $\mathfrak{g}, \mathfrak{r}$ ), hence $\operatorname{Rabin}_{\Sigma}((\mathfrak{g}, \mathfrak{r})) \backslash \operatorname{Rabin}_{\Sigma}\left(\mathcal{R}^{\prime}\right)=\emptyset$. If this is the case for all $(\mathfrak{g}, \mathfrak{r})$, then we can conclude that $\operatorname{Rabin}_{\Sigma}(\mathcal{R}) \subseteq \operatorname{Rabin}_{\Sigma}\left(\mathcal{R}^{\prime}\right)$. Otherwise, we can select a maximal set among the $S_{(\mathfrak{g}, \mathrm{r})}$ such that $S_{(\mathfrak{g}, \mathfrak{r})} \cap \mathfrak{g} \neq \emptyset$.

This yields a maximal set in $\operatorname{Rabin}_{\Sigma}(\mathcal{R}) \backslash \operatorname{Rabin}_{\Sigma}\left(\mathcal{R}^{\prime}\right)$.
In Algorithm 3 we give a procedure minimising the number of Rabin pairs. We remark that the Rabin condition built by this algorithm uses the same set of colours as the input Rabin condition.

Algorithm 3 Minimisation algorithm for Rabin conditions.
Input: A set of Rabin pairs $\mathcal{R}$ over $\Sigma$
$\mathcal{R}_{\text {min }} \leftarrow\{ \}$

$S \leftarrow$ maximal set in $\operatorname{Rabin}_{\Sigma}(\mathcal{R}) \backslash \operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\text {min }}\right)$
$T \leftarrow$ maximum subset of $S$ not in $\operatorname{Rabin}_{\Sigma}(\mathcal{R})$
$\mathcal{R}_{\text {min }} \leftarrow \mathcal{R}_{\text {min }} \cup\{(\Sigma \backslash T, \Sigma \backslash S)\}$
end while
return $\mathcal{R}_{\text {min }}$

- Lemma 4.8. Algorithm 3 terminates and $\operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\min }\right)=\operatorname{Rabin}_{\Sigma}(\mathcal{R})$.

Proof. The algorithm clearly terminates, as $\operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\text {min }}\right)$ increases at each iteration of the loop. Thus, we eventually get out of the loop, hence $\operatorname{Rabin}_{\Sigma}(\mathcal{R}) \subseteq \operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\text {min }}\right)$. Further$\operatorname{more}^{\operatorname{Rabin}} \Sigma_{\Sigma}\left(\mathcal{R}_{\text {min }}\right) \subseteq \operatorname{Rabin}_{\Sigma}(\mathcal{R})$ is a loop invariant: at the start we have $\operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\text {min }}\right)=\emptyset$, and at each loop iteration we add to $\mathcal{R}_{\min }$ a pair $(\Sigma \backslash T, \Sigma \backslash S)$ such that $S \in \operatorname{Rabin}_{\Sigma}(\mathcal{R})$ and $T$ is the maximum subset of $S$ rejected by $\mathcal{R}$. As a consequence, since $\operatorname{Rabin}_{\Sigma}((\Sigma \backslash T, \Sigma \backslash S))$ contains only sets included in $S$ but not in $T, \operatorname{Rabin}_{\Sigma}((\Sigma \backslash T, \Sigma \backslash S)) \subseteq \operatorname{Rabin}_{\Sigma}(\mathcal{R})$ and thus the invariant is maintained.

- Lemma 4.9. Let $\mathcal{R}_{\min }$ be the set of Rabin pairs obtained by applying Algorithm 3 on a set of Rabin pairs $\mathcal{R}$. Let $\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right) \neq\left(\mathfrak{g}_{2}, \mathfrak{r}_{2}\right) \in \mathcal{R}_{\text {min }}$, then $\Sigma \backslash \mathfrak{r}_{1} \cup \Sigma \backslash \mathfrak{r}_{2}$ is not accepted by $\mathcal{R}_{\text {min }}$.

Proof. Suppose by contradiction that $\Sigma \backslash \mathfrak{r}_{1} \cup \Sigma \backslash \mathfrak{r}_{2}$ is accepted by $\mathcal{R}_{\text {min }}$. Then there exists $\left(\mathfrak{g}_{3}, \mathfrak{r}_{3}\right) \in \mathcal{R}_{\text {min }}$ accepting $\Sigma \backslash \mathfrak{r}_{1} \cup \Sigma \backslash \mathfrak{r}_{2}$. As a consequence, neither $\Sigma \backslash \mathfrak{r}_{1}$ nor $\Sigma \backslash \mathfrak{r}_{2}$ intersects $\mathfrak{r}_{3}$, and one of them intersects $\mathfrak{g}_{3}$. Therefore, $\left(\mathfrak{g}_{3}, \mathfrak{r}_{3}\right)$ necessarily accepts either $\Sigma \backslash \mathfrak{r}_{1}$ or $\Sigma \backslash \mathfrak{r}_{2}$. Without loss of generality, we assume that it accepts $\Sigma \backslash \mathfrak{r}_{1}$. In particular, we have $\mathfrak{r}_{3} \subseteq \mathfrak{r}_{1}$.

During the execution of Algorithm 3 on $\mathcal{R}$ resulting in $\mathcal{R}_{\text {min }}, S$ must have taken the values $\Sigma \backslash \mathfrak{r}_{j}$ for both $j=1$ and $j=3$, starting with $j=3$ since $S$ is always taken maximal
and $\Sigma \backslash \mathfrak{r}_{1} \subseteq \Sigma \backslash \mathfrak{r}_{3}$. However, after adding $\left(\mathfrak{g}_{3}, \mathfrak{r}_{3}\right)$ to $\mathcal{R}_{\min }, \Sigma \backslash \mathfrak{r}_{1}$ is accepted by $\mathcal{R}_{\min }$, contradicting the fact that $\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right)$ is in $\mathcal{R}_{\text {min }}$ in the end.

By Remark 4.4, it suffices to check minimality of $\mathcal{R}_{\min }$ amongst families of Rabin pairs over the alphabet $\Sigma$.

- Lemma 4.10. Let $\mathcal{R}$ and $\tilde{\mathcal{R}}$ be two families of Rabin pairs over $\Sigma$ such that $\operatorname{Rabin}_{\Sigma}(\mathcal{R})=$ $\operatorname{Rabin}_{\Sigma}(\tilde{\mathcal{R}})$, and let $\mathcal{R}_{\text {min }}$ the family returned by Algorithm 3 when applied on $\mathcal{R}$. Then, $\left|\mathcal{R}_{\text {min }}\right| \leq|\tilde{\mathcal{R}}|$.

Proof. In order to prove the lemma, we map each pair $(\mathfrak{g}, \mathfrak{r})$ of $\mathcal{R}_{\text {min }}$ to a pair $(\tilde{\mathfrak{g}}, \tilde{\mathfrak{r}})$ of $\tilde{\mathcal{R}}$ and prove that the mapping is injective.

By Lemma 4.8, we have $\operatorname{Rabin}_{\Sigma}(\mathcal{R})=\operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\text {min }}\right)$, and thus $\operatorname{Rabin}_{\Sigma}(\tilde{\mathcal{R}})=\operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\min }\right)$. For all $(\mathfrak{g}, \mathfrak{r}) \in \mathcal{R}_{\min }$, as $\Sigma \backslash \mathfrak{r}$ is accepted by $\mathcal{R}_{\min }$ and $\operatorname{Rabin}_{\Sigma}(\tilde{\mathcal{R}})=\operatorname{Rabin}_{\Sigma}\left(\mathcal{R}_{\min }\right)$, we can find $(\tilde{\mathfrak{g}}, \tilde{\mathfrak{r}}) \in \tilde{\mathcal{R}}$ such that $\Sigma \backslash \mathfrak{r}$ intersects $\tilde{\mathfrak{g}}$ but not $\tilde{\mathfrak{r}}$.

Now assume that there exist $\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right) \neq\left(\mathfrak{g}_{2}, \mathfrak{r}_{2}\right) \in \mathcal{R}_{\text {min }}$ such that $\left(\tilde{\mathfrak{g}}_{1}, \tilde{\mathfrak{r}}_{1}\right)=\left(\tilde{\mathfrak{g}}_{2}, \tilde{\mathfrak{r}}_{2}\right)$. The pair $\left(\tilde{\mathfrak{g}}_{1}, \tilde{\mathfrak{r}}_{1}\right)$ then accepts both $\Sigma \backslash \mathfrak{r}_{1}$ and $\Sigma \backslash \mathfrak{r}_{2}$. As a consequence, both $\Sigma \backslash \mathfrak{r}_{1}$ and $\Sigma \backslash \mathfrak{r}_{2}$ intersect $\tilde{\mathfrak{g}}_{1}$ and neither intersects $\tilde{\mathfrak{r}}_{1}$, thus $\Sigma \backslash \mathfrak{r}_{1} \cup \Sigma \backslash \mathfrak{r}_{2}$ is also accepted by ( $\tilde{\mathfrak{g}}_{1}, \tilde{\mathfrak{r}}_{1}$ ). This contradicts Lemma 4.9.

As a consequence, for all $\left(\mathfrak{g}_{1}, \mathfrak{r}_{1}\right),\left(\mathfrak{g}_{2}, \mathfrak{r}_{2}\right) \in \mathcal{R}_{\text {min }},\left(\tilde{\mathfrak{g}}_{1}, \tilde{\mathfrak{r}}_{1}\right) \neq\left(\tilde{\mathfrak{g}}_{2}, \tilde{\mathfrak{r}}_{2}\right)$. As a result, $\tilde{\mathcal{R}}$ must contain at least as many pairs than $\mathcal{R}_{\text {min }}$, proving the lemma.

- Proposition 4.11. Algorithm 3 terminates in polynomial time and returns a family of Rabin pairs with the same Rabin language as the input and with a minimal number of pairs.

Proof. By Lemmas 4.8 and 4.10, the algorithm terminates and returns a family of Rabin pairs with the desired property. Furthermore, since a pair is added to $\mathcal{R}_{\min }$ at each iteration of the loop, and since the resulting family contains at most $|\mathcal{R}|$ pairs (by minimality), the algorithm terminates after at most $|\mathcal{R}|$ iterations. Finally, by Lemmas 4.6 and 4.7, each iteration can be done in polynomial time, hence the algorithm terminates in polynomial time.

- Corollary 4.12. Given a set of Rabin pairs $\mathcal{R}$, one can compute a set $\mathcal{R}_{\text {min }}$ with the same Streett language and a minimal number of clauses.

Proof. It suffices to observe that two sets of Rabin pairs $\mathcal{R}_{1}, \mathcal{R}_{2}$ have the same Rabin language if and only if they have the same Streett language. Hence by Proposition 4.11, Algorithm 3 also minimises the number of pairs for the Streett language.

### 4.2 Minimisation of acceptance conditions on top of an automaton is NP-hard

We now consider the problem of minimising the number of colours or Rabin pairs used by a Muller or Rabin condition over a fixed automaton. We could expect that it is possible to generalise the previous polynomial time algorithms by using the ACD, instead of the Zielonka DAG. Quite surprisingly, we show that the problems become NP-hard when taking into account the structure of the automata.

### 4.2.1 Minimisation of colours on top of a Muller automaton

We say that a Muller automaton $\mathcal{A}$ is $k$-colour type if we can relabel it with a Muller condition using at most $k$ output colours that is equivalent over $\mathcal{A}$.

```
Problem: Colour-Minimisation-Aut
    Input: A Muller automaton \(\mathcal{A}\) and a positive integer \(k\).
Question: Is \(\mathcal{A} k\)-colour type?
```

We remark that we have not specified the representation of the acceptance condition of $\mathcal{A}$, therefore, this problem admits different variants according to this representation. We will show that for the three representations we are concerned with (colour-explicit, Zielonka tree and Zielonka DAG), the problem Colour-Minimisation-Aut is NP-hard. This implies that the problem is NP-hard even if the ACD is provided as input, by Theorem 3.1.

Hugenroth showed ${ }^{5}$ that, for state-based automata, the problem Colour-MinimisationAut is NP-hard when the acceptance condition of $\mathcal{A}$ is represented colour-explicitly or as a Zielonka tree [22]. However, his reduction does not directly generalise to transition-based automata; the reduction we propose is of a quite different nature. Moreover, our reduction of NP-hardness uses an automaton with only 2 disconnected states. This is quite surprising, as we could think that a generalisation of the methods from the proof of Theorem 4.2 to the ACD would yield a polynomial time algorithm. However, it is not possible to properly combine the structure of the local subtrees of the ACD.

- Theorem 4.13 (Hardness of minimisation of colours for Muller automata). The problem Colour-Minimisation-Aut is NP-hard, if the acceptance condition Muller $_{\Gamma}(\mathcal{F})$ of $\mathcal{A}$ is represented colour-explicitly, as a Zielonka tree or as the $A C D$ of $\mathcal{A}$.

We prove the result for the representations colour-explicit and Zielonka tree. The result for the other representations follows then from Proposition 5.6 and Theorem 3.1.

We give a reduction from the problem Max-Clique defined as follows. An (undirected) graph is a pair $G=(V, E)$ consisting of a set of vertices $V$ and a set of edges $E \subseteq\binom{V}{2}$ (that is, edges are subsets of size exactly two, in particular, no self loops are allowed). We say that a graph is connected if there is a path connecting any pair of vertices. A clique of $G$ is a subset $V^{\prime} \subseteq V$ such that $\left\{v^{\prime}, u^{\prime}\right\} \in E$ for every $v^{\prime} \neq u^{\prime} \in V^{\prime}$. The problem Max-Clique consists in, given a graph $G$ (that can be assumed connected) and a positive integer $k$, decide whether $G$ contains a clique of size $k$. The problem Max-Clique is well-known to be NP-complete [26].

Let $G=(V, E)$ be a simple, connected undirected graph and $k \in \mathbb{N}$. We consider the automaton $\mathcal{A}_{G, k}$ defined as:

- It has two states $q_{\text {vert }}$ (which is initial) and $q_{k}$.
- The input alphabet is $\Sigma=V \cup A_{k} \cup\{x\}$, where $A_{k}$ is a set of size $k$ disjoint from $V$ and $x$ is a fresh letter.

[^3]- The set of output colours is $\Gamma=V \cup A_{k}$.
- The transitions of $\mathcal{A}_{G, k}$ are given by:
= $q_{\text {vert }} \xrightarrow{v: v} q_{\text {vert }}$ for every $v \in V$,
$=q_{\text {vert }} \xrightarrow{x: y} q_{k}$ (where $y \in \Gamma$ is irrelevant), and
$=q_{k} \xrightarrow{a: a} q_{k}$ for every $a \in A_{k}$.
- Its acceptance condition is the Muller language associated to the family:

$$
\mathcal{F}=E \cup\left\{\left\{a, a^{\prime}\right\} \mid a, a^{\prime} \in A_{k}, a \neq a^{\prime}\right\}
$$

The representation of this automaton is polynomial in $|G|+k$, since $|\mathcal{F}|=\mathcal{O}\left(|E|+k^{2}\right)$. We also note that the Zielonka tree of $\mathcal{F}$ has size $\mathcal{O}\left(|E|+k^{2}\right)$.

We will use the following property satisfied by $\mathcal{L}\left(\mathcal{A}_{G, k}\right)$ :

- For all $\alpha \in \Sigma$, words ending by $\alpha^{\omega}$ are not in $\mathcal{L}\left(\mathcal{A}_{G, k}\right)$ (cycles consisting in a single self loop are rejecting).
- For all $a, b \in A_{k}, a \neq b, x(a b)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{G, k}\right)$.
- Lemma 4.14. $G$ admits a clique of size $k$ if and only if $\mathcal{A}_{G, k}$ is $|V|$-colour type.

Proof. Assume that $V^{\prime}=\left\{v_{1}^{\prime}, \ldots, v_{k}^{\prime}\right\}$ is a clique of size $k$ of $G$, and let $A_{k}=\left\{a_{1}, \ldots, a_{k}\right\}$. We consider the Muller condition using as set of colours $\Gamma^{\prime}=V$ and given by $\mathcal{F}^{\prime}=E$. The new acceptance condition over $\mathcal{A}_{G, k}$ is obtained by using the same colouring for the self loops over $q_{\text {vert }}$, and recolouring self loops $q_{k} \xrightarrow{a_{i}: a_{i}} q_{k}$ with $q_{k} \xrightarrow{a_{i}: v_{i}^{\prime}} q_{k}$. It is immediate that the obtained acceptance condition is equivalent to the original one of $\mathcal{A}_{G, k}$.

For the converse, assume that $\mathcal{A}_{G, k}$ is $|V|$-colour type. Then there is a set $\Gamma^{\prime}$ of $|V|$ colours and a colouring function col $: \Delta \rightarrow \Gamma^{\prime}$ yielding an equivalent condition over $\mathcal{A}_{G, k}$.

First, we show that for two different self loops $e_{1}=q_{\text {vert }} \xrightarrow{v_{1}: c_{1}} q_{\text {vert }}$ and $e_{2}=q_{\text {vert }} \xrightarrow{v_{2}: c_{2}}$ $q_{\text {vert }}$, we have $c_{1} \neq c_{2}$ (where $c_{1}=\operatorname{col}^{\prime}\left(e_{1}\right)$ and $c_{2}=\operatorname{col}^{\prime}\left(e_{2}\right)$ ). If $\left\{v_{1}, v_{2}\right\} \in E$, this is clear, as $\left\{e_{1}\right\}$ is a rejecting cycle, but $\left\{e_{1}, e_{2}\right\}$ is accepting. Suppose that $\left\{v_{1}, v_{2}\right\} \notin E$, and let $u \in V$ such that $\left\{v_{1}, u\right\} \in E$ (which exists as $G$ is connected). Then, the cycle $\left\{e_{1}, q_{\mathrm{vert}} \xrightarrow{u} q_{\mathrm{vert}}\right\}$ is accepting while $\left\{e_{1}, e_{2}, q_{\mathrm{vert}} \xrightarrow{u} q_{\mathrm{vert}}\right\}$ is rejecting, so they cannot be coloured equally. Therefore, for each colour $c \in \Gamma^{\prime}$ there is one self loop $v$ such that $\operatorname{col}^{\prime}(v)=c$.

Secondly, we remark that for two different self loops $e_{1}=q_{k} \xrightarrow{a_{1}: c_{1}} q_{k}$ and $e_{2}=q_{k} \xrightarrow{a_{2}: c_{2}} q_{k}$ over $q_{k}$ it is also satisfied that $c_{1}=\operatorname{col}^{\prime}\left(e_{1}\right) \neq c_{2}=\operatorname{col}^{\prime}\left(e_{2}\right)$, as $x a_{1}^{\omega} \notin \mathcal{L}\left(\mathcal{A}_{G, k}\right)$, but $x\left(a_{1} a_{2}\right)^{\omega} \in \mathcal{L}\left(\mathcal{A}_{G, k}\right)$. Let $\left\{c_{1}, \ldots, c_{k}\right\}$ be the $k$ different colours labelling the self loops over $q_{k}$. We obtain that the subset $\left\{v_{1}, \ldots, v_{k}\right\} \subseteq V$ of vertices such $\operatorname{col}^{\prime}\left(v_{i}\right)=c_{i}$ form a clique of size $k$ in $G$.

### 4.2.2 Minimisation of Rabin pairs on top of a Rabin automaton

Similarly, we consider the problem of minimising the number Rabin pairs over a fixed Rabin automaton.

We say that a Muller automaton $\mathcal{A}$ is $k$-Rabin-pair type if we can relabel it with an equivalent Rabin condition using at most $k$ Rabin pairs.

$$
\begin{aligned}
\text { Problem: } & \text { Rabin-Pair-Minimisation-Aut } \\
\text { Input: } & \text { A Rabin automaton } \mathcal{A} \text { and a positive integer } k . \\
\text { Question: } & \text { Is } \mathcal{A} k \text {-Rabin-pair type? }
\end{aligned}
$$

As before, we can consider different representations of the acceptance condition $\operatorname{Rabin}_{\Gamma}(\mathcal{R})$ of the automaton: using Rabin pairs, with a colour-explicit Muller condition, or by providing the Zielonka tree, the Zielonka DAG or the ACD.

- Theorem 4.15 (Hardness of minimisation of Rabin pairs for Rabin automata). The problem Rabin-Pair-Minimisation-Aut is NP-complete for all the previous representations of the acceptance condition.
- Lemma 4.16. The problem Rabin-Pair-Minimisation-Aut is in NP.

Proof. It suffices to guess a family of $k$ Rabin pairs over the set of colours $\Delta$ and check if the obtained automaton recognises the same language as before. For the representation as Rabin pairs, this can be done in polynomial time as the equivalence of deterministic Rabin automata can be checked in polynomial time [13]. Propositions 5.6 and 5.8 imply that this is also possible for the other representations.

For the NP-hardness part, we reduce from the problem Chromatic number, defined as follows. A $k$-colouring of an undirected graph $G=(V, E)$ is a mapping $\chi: V \rightarrow\{1, \ldots, k\}$ such that $\chi(v)=\chi\left(v^{\prime}\right) \Rightarrow\left\{v, v^{\prime}\right\} \notin E$ for every pair of nodes $v, v^{\prime} \in V$. The problem Chromatic number consists in, given a graph $G$ (that can be assumed connected) and a positive integer $k$, decide whether $G$ admits a $k$-colouring. The problem Chromatic number is well-known to be NP-complete [26].

Let $G=(V, E)$ be a connected graph. We select an arbitrary vertex $v_{\text {init }} \in V$. A pseudopath in $G$ is a (finite or infinite) sequence $v_{0} e_{0} v_{1} e_{1} \cdots \in(V \cup E)^{\infty}$ such that $v_{i}, v_{i+1} \in e_{i}$ for all $i$. Note that we allow $v_{i}$ and $v_{i+1}$ to be equal, hence the term pseudo-path; that is, we allow a pseudo-path to step on an edge without going through it, and come back to the previous vertex. A pseudo-path is initial if $v_{0}=v_{\text {init }}$. We say that such a pseudo-path stabilises around $v$ if it is infinite and there exists $i$ such that for all $j>i, v_{j}=v$, i.e., the pseudo-path eventually stays on the same vertex and just steps on the adjacent edges. We write $\operatorname{Stab}(v)$ for the set of initial pseudo-paths stabilising around $v$. For $v \in V$, we write $\operatorname{adj}(v)$ for the set of edges $\{e \in E \mid v \in e\}$.

We define the automaton $\mathcal{A}_{G}$ as follows:

- $Q=V \cup E \cup\left\{q_{\text {init }}\right\}$, where $q_{\text {init }}$ is a fresh element, which is the initial state, - $\Sigma=\Gamma=V \cup E$, - $\Delta=\left\{\left(q_{\text {init }}, v_{\text {init }}, v_{\text {init }}\right)\right\} \cup\left\{(v, e, e) \in V \times E^{2} \mid v \in e\right\} \cup\left\{(e, v, v) \in E \times V^{2} \mid v \in e\right\}$, - the colour of each transition is the letter it reads, $\operatorname{col}\left(q \xrightarrow{x} q^{\prime}\right)=x$, - $W=\operatorname{Rabin}_{V \cup E}(\mathcal{R})$ with $\mathcal{R}=\{(V \cup E,(V \cup E) \backslash(\{v\} \cup \operatorname{adj}(v))) \mid v \in V\}$.

This automaton is deterministic and recognises the language $\bigcup_{v \in V} \operatorname{Stab}(v)$. Note that $\mathcal{A}$ is not complete: it only reads initial pseudo-paths of $G$.

The representation of the automaton $\mathcal{A}_{G}$ is polynomial in $|V|+|E|$. Moreover, we note that the Zielonka tree of $\operatorname{Rabin}_{V \cup E}(\mathcal{R})$ has size at most $2|V|+1$, so by Theorem 3.1, we can provide in polynomial time $\mathcal{A C D}\left(\mathcal{A}_{G}\right)$. To obtain the NP-hardness when the acceptance condition is represented colour-explicitly, we note that the problem Chromatic number remains NP-hard over graphs of outdegree at most 4 [19]. For those graphs, a family $\mathcal{F}$ representing $\operatorname{Rabin}_{V \cup E}(\mathcal{R})$ is of polynomial size.

- Lemma 4.17. A connected graph $G$ admits a $k$-colouring if and only if $\mathcal{A}_{G}$ is $k$-Rabin-pair type.

Proof. Let $\chi: V \rightarrow\{1, \ldots, k\}$ be a $k$-colouring of $G$. For all $i \in\{1, \ldots, k\}$ we define the Rabin pair $R_{i}=\left(\mathfrak{g}_{i}, \mathfrak{r}_{i}\right)$ with:

$$
\mathfrak{g}_{i}=V \cup E, \quad \mathfrak{r}_{i}=(V \cup E) \backslash \bigcup_{v \in \chi^{-1}(i)}\{v\} \cup \operatorname{adj}(v) .
$$

We set $\mathcal{R}^{\prime}=\left\{R_{i} \mid i \in\{1, \ldots, k\}\right\}$. Let $\mathcal{A}^{\prime}$ be the automaton obtained by setting the acceptance condition of $\mathcal{A}_{G}$ to be $\operatorname{Rabin}_{V \cup E}\left(\mathcal{R}^{\prime}\right)$. Let us prove that $\mathcal{L}\left(\mathcal{A}^{\prime}\right)=\mathcal{L}\left(\mathcal{A}_{G}\right)$. Let $w \in \mathcal{L}(\mathcal{A}), w$ is an initial pseudo-path and there must exist $v$ such that $w$ stabilises around $v$. Let $i=\chi(v)$, ultimately $w$ only visits $v \cup \operatorname{adj}(v)$ and thus it satisfies $R_{i}$. As a result, $w \in \mathcal{L}\left(\mathcal{A}^{\prime}\right)$. Let $w \in \mathcal{L}\left(\mathcal{A}^{\prime}\right)$. Again, $w$ is an initial pseudo-path and there must exist $i$ such that $w$ ultimately only visits $\bigcup_{v \in \chi^{-1}(i)}\{v\} \cup \operatorname{adj}(v)$. Moreover, as $\chi$ is a $k$-colouring of $G$, $\chi^{-1}(i)$ is an independent set, hence $w$ cannot visit infinitely often two distinct vertices from this set without visiting infinitely often an intermediate vertex of a different colour. As a consequence, $w$ must stabilise around some $v \in \chi^{-1}(i)$, thus $w \in \mathcal{L}(\mathcal{A})$. We have shown that $\mathcal{L}(\mathcal{A})=\mathcal{L}\left(\mathcal{A}^{\prime}\right)$.

For the other direction of the reduction, suppose we have a family of $k$ Rabin pairs $\mathcal{R}^{\prime}=\left(\mathfrak{g}_{i}, \mathfrak{r}_{i}\right)_{1 \leq i \leq k}$ (over some set of colours $\Gamma^{\prime}$ ) such that the automaton $\mathcal{A}^{\prime}$ obtained by relabelling $\mathcal{A}$ with the acceptance condition $\operatorname{Rabin}\left(\mathcal{R}^{\prime}\right)$ recognises $\mathcal{L}(\mathcal{A})$. For all $v \in V$, as we assumed $G$ to be connected, there is a finite path $\pi_{v}=v_{\text {init }} e_{1} v_{1} e_{2} v_{2} \cdots e_{\ell} v$. We also define $\rho_{v}$ as a finite pseudo-path $e_{1} v e_{2} \cdots v e_{r} v$ such that $\left\{e_{1}, \ldots, e_{r}\right\}=\operatorname{adj}(v)$. The word $w_{v}=\pi_{v} \rho_{v}^{\omega}$ is in $\mathcal{L}(\mathcal{A})$, thus there exists $c_{v} \in\{1, \ldots, k\}$ such that the run of $w_{v}$ in $\mathcal{A}^{\prime}$ satisfies $\left(\mathfrak{g}_{c_{v}}, \mathfrak{r}_{c_{v}}\right)$. The set of colours it sees infinitely often is $\{v\} \cup \operatorname{adj}(v)$, thus $\mathfrak{r}_{c_{v}} \cap(\{v\} \cup \operatorname{adj}(v))=\emptyset$ and $\mathfrak{g}_{c_{v}} \cap(\{v\} \cup \operatorname{adj}(v)) \neq \emptyset$. We thus define a function $\chi: V \rightarrow\{1, \ldots, k\}$ as $v \mapsto c_{v}$.

It remains to prove that $\chi$ is a valid $k$-colouring of $G$. Suppose there exist two neighbours $u, v$ such that $\chi(u)=\chi(v)=i$. Then the runs over $w_{u}$ and $w_{v}$ both satisfy $\left(\mathfrak{g}_{i}, \mathfrak{r}_{i}\right)$. As a result, the set $\{v\} \cup \operatorname{adj}(v) \cup\{u\} \cup \operatorname{adj}(u)$ also satisfies $\left(\mathfrak{g}_{i}, \mathfrak{r}_{i}\right)$. We define $\rho=e_{1} u e_{2} \cdots u e_{r} u$ and $\rho^{\prime}=e_{1}^{\prime} v e_{2}^{\prime} \cdots v e_{r}^{\prime} v$ with $e_{1}=e_{1}^{\prime}=\{u, v\}$. We can then observe that the word $\pi_{u}\left(\rho \rho^{\prime}\right)^{\omega}$ has an accepting run in $\mathcal{A}^{\prime}$, as the colours it sees infinitely often are $\{v\} \cup \operatorname{adj}(v) \cup\{u\} \cup \operatorname{adj}(u)$. However, this word is not accepted by $\mathcal{A}_{G}$, a contradiction. As a result, $\chi$ is a valid $k$-colouring of $G$.

This concludes our reduction, showing that the minimisation of Rabin pairs with respect to a given automaton is NP-hard.

## 5 Size of different representations of acceptance conditions

We start in Section 5.1 by analysing the size of the Zielonka tree and ACD in the worst case. Using Proposition 2.12, stating that minimal (history-)deterministic parity automata can be derived from the Zielonka tree, we can directly translate the lower bounds for the size of the Zielonka tree into lower bounds for (history-)deterministic parity automata. We recover in this way some results from Löding [30] and generalise them to history-deterministic automata. Then, we compare in Section 5.2 the size of different representations of Muller languages and study the translations between them, with special focus on the Zielonka tree and the Zielonka DAG, proving the claims from in Figure 3.

### 5.1 Worst case analysis of the Zielonka tree

We study the size of the Zielonka tree in the worst case. By Remark 2.16, the given bounds apply to the ACD, as the Zielonka tree can be seen as the ACD of a Muller automaton with just one state.

- Proposition 5.1 (Size of the Zielonka tree: Worst case). Let $\mathcal{F} \subseteq 2_{+}^{\Gamma}$ be a family of subsets, and let $m=|\Gamma|$. It holds:
- $\left|\mathcal{Z}_{\mathcal{F}}\right| \leq 1+m+m(m-1)+\cdots+m!$,
- $\mid$ Leaves $\left(\mathcal{Z}_{\mathcal{F}}\right) \mid \leq m$ !, and
- the height of $\mathcal{Z}_{\mathcal{F}}$ is at most $m$.

These bound are tight: for all $m \in \mathbb{N}$, there is a family $\mathcal{F}_{m} \subseteq 2_{+}^{\Gamma_{m}}$ over a set of $m$ colours such that the previous relations are equalities.

Proof. We start by showing that the given bounds are tight. We suppose that $m$ is even (the construction is symmetric if $m$ is odd), and let $\Gamma_{m}=\{1, \ldots, m\}$. Consider the family ${ }^{6}$ EvenLetters ${ }_{m} \subseteq 2_{+}^{\Gamma_{m}}$ given by:

$$
\text { EvenLetters }_{m}=\left\{C \subseteq \Gamma_{m}| | C \mid \text { is even }\right\}
$$

First, we remark that the last inequality follows from the fact that the subsets $\Gamma_{m}, \Gamma_{m} \backslash$ $\{1\}, \ldots, \Gamma_{m} \backslash\{1, \ldots, m-1\}$ form a branch of the Zielonka tree. Let $n$ be a node of the Zielonka tree of EvenLetters ${ }_{m}$, and let $X_{n}=\nu(n)$ be its label. Then $n$ has a child for each subset of $X_{n}$ of size $\left|X_{n}\right|-1$. A simple induction gives that the level at depth $k$ of the Zielonka tree has $m(m-1) \cdots(m-(k-1))$ nodes. This establishes the two first equalities of the statement.

We prove now the upper bounds. The last item follows from the fact that the label of a node is a set of size strictly smaller than the label of its parent. Let $\mathcal{F} \subseteq 2_{+}^{\Gamma}$, and $m=|\Gamma|$. We show by recurrence that the Zielonka tree $\mathcal{Z}_{\mathcal{F}}$ is not bigger than that of EvenLetters ${ }_{m}$. We remark that for all $X \subseteq \Gamma_{m}$, there is a node $n_{X}$ in the Zielonka tree of EvenLetters ${ }_{m}$ labelled $X$, and that the subtree rooted at $n_{X}$ is isomorphic to the Zielonka tree of EvenLetters ${ }_{|X|}$. Let $n_{0}$ be the root of $\mathcal{Z}_{\mathcal{F}}$, and let $n_{1}, \ldots, n_{k}$ be its children. Then, we can find in the Zielonka tree of EvenLetters ${ }_{m} k$ incomparable nodes having as labels $\nu\left(n_{1}\right), \ldots, \nu\left(n_{k}\right)$. By induction hypothesis, the subtree rooted at each of these nodes is not smaller than the subtrees rooted at $n_{1}, \ldots, n_{k}$. This shows the two first items, ending the proof.

We recover results analogous to those of Löding [30], and strengthen them as they apply to history-deterministic automata. These directly follow combining the previous proposition with Proposition 2.12.

- Corollary 5.2. For every Muller language $L \subseteq \Gamma^{\omega}$ there exists a deterministic parity automaton recognising $L$ of size at most $|\Gamma|$ !. This bound is tight: for all n, a minimal historydeterministic parity automaton recognising the Muller language associated to EvenLetters ${ }_{n}$ has $n!$ states.

Performing a slightly more careful analysis and using the characterisation of minimal history-deterministic Rabin automata by Casares, Colcombet and Lehtinen [10], we can obtain similar tight bounds for these automata. We refer to [7, Corollary II.93] for details.

[^4]
### 5.2 Comparing the sizes of various acceptance conditions

Colour-explicit vs Zielonka trees. First, we remark that a colour-explicit representation of a family $\mathcal{F}$ can be arbitrary larger than a representation of $\mathcal{Z}_{\mathcal{F}}$.

- Proposition 5.3. For all $n \in \mathbb{N}$, there is a family of subsets $\mathcal{F}_{n} \subseteq 2_{+}^{\Gamma_{n}}$ over $\Gamma_{n}=\{1, \ldots, n\}$ such that $\left|\mathcal{F}_{n}\right|=2^{n}-1$ and $\left|\mathcal{Z}_{\mathcal{F}}\right|=1$.

Proof. It suffices to take $\mathcal{F}=2_{+}^{\Gamma_{n}}$.
Even if the family $\mathcal{F}$ is represented explicitly as a list of subsets, we cannot compute its Zielonka tree in polynomial time, as $\mathcal{Z}_{\mathcal{F}}$ can be super-polynomially larger than $|\mathcal{F}|$.

- Proposition 5.4. For all $n \in \mathbb{N}$, there is a family of subsets $\mathcal{F}_{n} \subseteq 2_{+}^{\Gamma_{n}}$ over $\Gamma_{n}=\{1, \ldots, n\}$ such that:

$$
\left|\mathcal{Z}_{\mathcal{F}_{n}}\right| \geq\left|\mathcal{F}_{n}\right|^{\log (n)}
$$

More precisely, the family $\mathcal{F}_{n}$ satisfies $\left|\mathcal{Z}_{\mathcal{F}_{n}}\right|=n$ ! and $\left|\mathcal{F}_{n}\right|=2^{n}-1$.
Proof. The family $\mathcal{F}_{n}=$ EvenLetters $_{n}$ from Proposition 5.1 satisfies $\left|\mathcal{Z}_{\mathcal{F}_{n}}\right|=n$ ! and $\left|\mathcal{F}_{n}\right|=$ $2^{n}-1$. The inequality $\left|\mathcal{Z}_{\mathcal{F}_{n}}\right| \geq\left|\mathcal{F}_{n}\right|^{\log (n)}$ is obtained by applying Stirling's formula.

There is no apparent reason why the lower bound in the previous proposition should be optimal.

- Remark 5.5 (Question). Find tight bounds for the comparison of the size of a colour-explicit representation of a Muller language and the size of its Zielonka tree.

Colour-explicit vs Zielonka DAGs. Hunter and Dawar showed that we can compute the Zielonka DAG of a family $\mathcal{F}$ in polynomial time if $\mathcal{F}$ is given as a list of subsets [24, Theorem 3.17].

- Proposition 5.6 ([24, Theorem 3.17]). Given a family of subsets $\mathcal{F} \subseteq 2_{+}^{\Gamma}$, we can compute the Zielonka $D A G$ of $\mathcal{F}$ in polynomial time in $|\mathcal{F}|+|\Gamma|$. In particular, $\mathcal{Z}-$ DAG $_{\mathcal{F}}$ has polynomial size in $|\mathcal{F}|+|\Gamma|$.

However the reverse transformation cannot be done in polynomial time as Proposition 5.3 also applies to the Zielonka DAG.

Zielonka trees vs Zielonka DAGs. It is clear that, given a Zielonka tree $\mathcal{Z}_{\mathcal{F}}$, we can compute the corresponding Zielonka DAG $\mathcal{Z}$-DAG $_{\mathcal{F}}$ in polynomial time. The converse is not possible. We note that this statement follows from complexity considerations: solving Muller games with the winning condition represented as a Zielonka DAG is PSPACE-complete [24], while solving those games with the condition represented as a Zielonka tree is equivalent to solving parity games [16], which can be done in quasi-polynomial time [5]. However, to the best of the author's knowledge, no explicit family witnessing an exponential gap between the two representations appears in the literature.

- Proposition 5.7. For all $n \in \mathbb{N}$, there is a family of subsets $\mathcal{F}_{n} \subseteq 2_{+}^{\Gamma_{n}}$ over $\Gamma_{n}=\{1, \ldots, n\}$ such that:
- the size of the Zielonka $D A G$ of $\mathcal{F}_{n}$ is at most $2 n$,
- the size of the Zielonka tree of $\mathcal{F}_{n}$ is at least $2^{\lfloor n / 2\rfloor}$.

Proof. Consider the family defined as follows:
MinOddAndSucc ${ }_{n}=\left\{C=\left\{c_{1}<c_{2}<\cdots<c_{k}\right\} \subseteq \Gamma_{n} \mid c_{1}\right.$ is odd and $\left.c_{2}=c_{1}+1\right\}$.
Equivalently, we can describe this family as

$$
\bigcup_{\substack{i=1, i \text { odd }}}^{n} X_{i} \text {, where } X_{i}=\left\{C \subseteq \Gamma_{n} \mid i \in C \text { and } i+1 \in C \text { and } c>i \text { for all } c \in C\right\} .
$$



Figure 5 On the left, the Zielonka DAG of the condition MinOddAndSucc ${ }_{n}$ (for $n$ odd), of size $\mathcal{O}(n)$. On the right, its Zielonka tree, of exponential size.

We show the Zielonka DAG and the Zielonka tree of MinOddAndSucc ${ }_{n}$ (for $n$ odd) in Figure 5. We observe that the Zielonka DAG has height $n$; even levels consist in a single node, and odd levels have two nodes. Therefore, its size is $\lceil n / 2\rceil+n$. On the other hand, the Zielonka tree (with height also $n$ ), has $2^{\lfloor k / 2\rfloor}$ nodes at the level of depth $k$.

Rabin vs Zielonka trees and Zielonka DAGs. If the Muller language associated to a family $\mathcal{F}$ is a Rabin language, then we can compute a family of Rabin pairs $\mathcal{R}$ such that $\operatorname{Rabin}(\mathcal{R})=\operatorname{Muller}(\mathcal{F})$ in polynomial time. The converse is not possible, we cannot compute the Zielonka DAG in polynomial time, since it can be of exponential size in the number of Rabin pairs.

- Proposition 5.8. Let $\mathcal{F} \subseteq 2_{+}^{\Gamma}$ be a family of subsets, and assume that $\operatorname{Muller}_{\Gamma}(\mathcal{F})$ is a Rabin language (that is, it admits a representation with Rabin pairs). Then, given the Zielonka $D A G \mathcal{Z}-\mathrm{DAG}_{\mathcal{F}}$ we can compute in polynomial time a family of Rabin pairs $\mathcal{R}$ over $\Gamma$ such that $\operatorname{Rabin}_{\Gamma}(\mathcal{R})=\operatorname{Muller}_{\Gamma}(\mathcal{F})$.
Proof. Let $N=N_{\bigcirc} \sqcup N_{\square}$ be the nodes of the Zielonka DAG, partitioned into round and square nodes. By Proposition 6.2 from [9], all round nodes of $\mathcal{Z}$ - $\mathrm{DAG}_{\mathcal{F}}$ have at most one child. We define a Rabin pair for each round node of $\mathcal{Z}-\operatorname{DAG}_{\mathcal{F}}, \mathcal{R}=\left\{\left(\mathfrak{g}_{n}, \mathfrak{r}_{n}\right)\right\}_{n \in N_{\bigcirc}}$, where $\mathfrak{g}_{n}$ and $\mathfrak{r}_{n}$ are defined as follows:

$$
\left\{\begin{array}{l}
\mathfrak{g}_{n}=\Gamma \backslash \nu(n), \\
\mathfrak{r}_{n}=\nu(n) \backslash \nu\left(n^{\prime}\right), \text { for } n^{\prime} \text { the only child of } n, \text { if it exists. } \\
\mathfrak{r}_{n}=\nu(n) \text { if } n \text { has no children. }
\end{array}\right.
$$

That is, the pair $\left(\mathfrak{g}_{n}, \mathfrak{r}_{n}\right)$ accepts the sets of colours $A \subseteq \Gamma$ that contain some of the colours that disappear in the child of $n$ and none of the colours appearing above $n$ in the Zielonka DAG. We show that $\operatorname{Rabin}(\mathcal{R})=\operatorname{Muller}(\mathcal{F})$. Let $A$ be a set of colours. If $A \in \mathcal{F}$, let $n$ be a maximal node (for $\preceq$ ) containing $A$. It is a round node and there is some colour $c \in A$ not appearing in the only child of $n$. Therefore, $c \in \mathfrak{g}_{n}$ and $A \cap \mathfrak{r}_{n}=\emptyset$. Conversely, if $A \notin \mathcal{F}$, then for every round node $n$ with a child $n^{\prime}$, either $A \subseteq \nu\left(n^{\prime}\right)$ (and therefore $A \cap \mathfrak{g}_{n}=\emptyset$ ) or $A \nsubseteq \nu(n)$ (and in that case $\left.A \cap \mathfrak{r}_{n} \neq \emptyset\right)$.

- Proposition 5.9. For all $m \in \mathbb{N}$, there is a family $\mathcal{R}$ of $m$ Rabin pairs over a set of
 (only) family such that $\operatorname{Muller}\left(\mathcal{F}_{\mathcal{R}}\right)=\operatorname{Rabin}(\mathcal{R})$.

Proof. Let $\Gamma=\left\{g_{1}, r_{1}, g_{2}, r_{2}, \ldots, g_{m}, r_{m}\right\}$ and define the Rabin pairs of $\mathcal{R}$ as $\mathfrak{g}_{i}=\left\{g_{i}\right\}$ and $\mathfrak{r}_{i}=\left\{r_{i}\right\}$. We depict the Zielonka tree of the corresponding family of subsets in Figure 6.


Figure 6 The Zielonka tree $\mathcal{Z}_{\mathcal{F}_{\mathcal{R}}}$ of the Rabin language from the proof of Proposition 5.9.
The Zielonka tree $\mathcal{Z}_{\mathcal{F}_{\mathcal{R}}}$ satisfies that the levels at depth $k$ and $k+1$ have $m(m-1) \ldots k$ nodes, which shows that $\mid$ Leaves $\left(\mathcal{Z}_{\mathcal{F}_{\mathcal{R}}}\right) \mid=m$ !. For the bound on the size of the Zielonka DAG, we observe that for each subset $X \subseteq\{1, \ldots, m\}$ there is at least one subset appearing as the label of some nodes of the Zielonka tree, namely, $\left\{g_{i}, r_{i} \mid i \in X\right\}$.

## 6 Conclusion

In this work we obtained several positive results concerning the complexity of simplifying the acceptance condition of an $\omega$-automaton.

Our first technical result is that the computation of the ACD (resp. ACD-DAG) of a Muller automaton is not harder than the computation of the Zielonka tree (resp. Zielonka DAG) of its acceptance condition (Theorems 3.1 and 3.3). This provides support for the assertion that the optimal transformation into parity automata based on the ACD is applicable in practical scenarios, backing the experimental evidence provided by the implementations of the ACD-transform [11].

Furthermore, this result has several implications for our simplification purpose:

- We can decide the typeness of Muller automata in polynomial time (Corollary 3.4).
- We can compute the parity index of a language recognised by a deterministic Muller automaton in polynomial time (Corollary 3.5).

In addition, we showed that we can minimise in polynomial time the colours and Rabin pairs necessary to represent a Muller language. However, these problems become NP-hard
when taking into account the structure of a particular automaton using this acceptance condition, even if the ACD of the automaton is provided as input.

In sum, our results help to clarify the potential of the alternating cycle decomposition and complete the picture of our understanding about the possibility of simplifying the acceptance conditions of $\omega$-automata.
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## A Generalised Horn formulas

Horn formulas are a popular fragment of propositional logic, as they enjoy some convenient complexity properties. It is well-known that the satisfiability problem for those formulas can be solved in linear time [14].

In this appendix, we study a succinct representation of Horn formulas, called Generalised Horn formula. They allow one to merge several Horn clauses with the same premises, e.g. $\left(x_{1} \wedge x_{2} \Longrightarrow y_{1}\right)$ and $\left(x_{1} \wedge x_{2} \Longrightarrow y_{2}\right)$, into a single clause $\left(x_{1} \wedge x_{2} \Longrightarrow y_{1} \wedge y_{2}\right)$. We can apply the classical linear-time algorithm on this generalised form, however note that it is not linear in the size of the generalised formula, but in the size of the implicit Horn formula represented.

We will prove that we can minimise the number of clauses in a GH formula in polynomialtime, using our algorithm for minimising the number of pairs in a Rabin condition as a black box.

This result contrasts nicely with the NP-completeness of minimising the number of clauses in a Horn formula [3] (see also [12]). On the other hand, minimising the number of literals in a GH formula remains NP-complete, just like in the case of Horn formulas [20]. This can be showed by a slight adaptation of the reduction from [12] to GH formulas.

Our technique for clause minimisation may thus be of interest for the study of Horn formulas.

On the other hand, generalised Horn formulas are likely not a suitable representation for acceptance conditions on automata, as they yield an NP-complete emptiness problem (Proposition A.4). This is an interesting example of a family of acceptance conditions whose satisfiability problem is in PTIME but which yields an NP-complete emptiness problem on automata.

Definition A.1. A Horn clause is a disjunction of literals with at most one positive literal, that is, a literal with no negation. Equivalently, it is a boolean formula of the form either $\left(x_{1} \wedge \cdots \wedge x_{n}\right) \Longrightarrow y$ or $\left(x_{1} \wedge \cdots \wedge x_{n}\right) \Longrightarrow \perp$. A Horn formula is a conjunction of Horn clauses.

A generalised Horn clause (or GH clause) is a boolean formula of the form either $\left(x_{1} \wedge \cdots \wedge x_{n}\right) \Longrightarrow\left(y_{1} \wedge \cdots \wedge y_{m}\right)$ or $\left(x_{1} \wedge \cdots \wedge x_{n}\right) \Longrightarrow \perp$ (in the latter case, the clause is called negative). A generalised Horn formula (or GH formula) is a conjunction of GH clauses. It is simple if none of its GH clauses are negative.

We will now use our PTIME algorithm for minimising the number of pairs in a Rabin condition to minimise the number of clauses in a GH formula (Proposition A.3). We start by applying it to minimise the number of clauses of simple GH formulas.

In all that follows we will not distinguish valuations $\nu: \operatorname{Var} \rightarrow\{\top, \perp\}$ from the corresponding subsets of variables $\{v \in \operatorname{Var} \mid \nu(v)=\top\}$.

- Lemma A.2. There is a polynomial-time algorithm that minimises the number of clauses of a simple GH formula.

Proof. It suffices to observe that there is a correspondence between simple GH formulas and Streett conditions. Define the function $\alpha$ that turns a GH clause $\left(x_{1} \wedge \cdots \wedge x_{n}\right) \Longrightarrow\left(y_{1} \wedge \cdots \wedge\right.$ $\left.y_{m}\right)$ into the Rabin pair $\left(\left\{y_{1}, \ldots, y_{m}\right\},\left\{x_{1}, \ldots, x_{n}\right\}\right)$. We extend it into a function turning simple GH formulas into families of Rabin pairs by defining $\alpha\left(\bigwedge_{i=1}^{k} \mathrm{GH}_{i}\right)=\left(\alpha\left(\mathrm{GH}_{i}\right)\right)_{i=1}^{k}$, with its associated Streett language. We can then observe that $\alpha$ is a bijection (we consider
boolean formulas up to commutation of the terms, for instance we consider that $\varphi \vee \psi$ and $\psi \vee \varphi$ are the same formula). We also note that the number of clauses of a simple GH formula is the number of pairs of its image by $\alpha$.

Finally, note that for all simple GH formula $\varphi$ the set of sets accepted by the Streett condition $\alpha(\varphi)$ is $\left\{\nu^{-1}(\perp) \mid \nu\right.$ satisfies $\left.\varphi\right\}$. As a result, two simple GH formula are equivalent if and only if their images by $\alpha$ define the same Streett language.

In conclusion, in order to minimise the number of clauses of a simple GH formula, one can simply apply $\alpha$ to it, minimise the number of pairs in the resulting Streett condition, and then apply $\alpha^{-1}$.

The extension to all Generalised Horn formulas is essentially a technicality, due to the fact that negative clauses cannot be directly translated into Rabin pairs as in the previous proof. We circumvent this problem by replacing them with some non-negative clauses and proving that minimising the initial Horn formula comes down to minimising the resulting simple one.

- Proposition A.3. There is a polynomial-time algorithm to minimise the number of clauses of a GH formula.

Proof. Let $\varphi$ be a GH formula, $V$ the set of variables appearing in it. If $\varphi$ does not contain any negative clause, then it is satisfied by the valuation mapping every variable to $\top$ and thus can only be equivalent to simple GH formulas. We can thus apply Lemma A. 2 directly.

Let $\psi$ be a simple GH formula and $N_{1}, \ldots, N_{k}$ negative Horn clauses, with $k>0$, such that $\varphi=\psi \wedge \neg N_{1} \wedge \cdots \wedge \neg N_{k}$. We add a fresh variable $x_{\perp}$ that will play the role of $\perp$. For all $i \in[1, k]$, let $x_{1}^{i}, \ldots, x_{p(i)}^{i}$ be such that $N_{i}=\left(x_{1}^{i} \wedge \cdots \wedge x_{p(i)}^{i} \Longrightarrow \perp\right)$ and let $C_{i}=\left(x_{1}^{i} \wedge \cdots \wedge x_{p(i)}^{i} \Longrightarrow x_{\perp}\right)$. Define $\tilde{\varphi}=\psi \wedge C_{1} \wedge \cdots \wedge C_{k} \wedge\left(x_{\perp} \Rightarrow \bigwedge_{y \in V} y\right)$. Note that the valuations satisfying $\tilde{\varphi}$ are exactly the ones mapping $x_{\perp}$ to $\perp$ and whose projection on the other variables satisfies $\varphi$, plus the one mapping every variable to $T$.

As $\tilde{\varphi}$ is simple, we can apply Lemma A. 2 to obtain an equivalent simple GH formula $\tilde{\varphi}_{\text {min }}$ with a minimal number of clauses. We define $\varphi_{\min }$ as this formula where every clause with $x_{\perp}$ on the left side has been removed and every clause of the form $\left(x_{1} \wedge \cdots \wedge x_{n}\right) \Longrightarrow\left(y_{1} \wedge \cdots \wedge y_{m}\right)$ where one of the $y_{i}$ is $x_{\perp}$ has been replaced by $\left(x_{1} \wedge \cdots \wedge x_{n} \Longrightarrow \perp\right)$.

As $\tilde{\varphi}$ is not satisfied by the valuation mapping $x_{\perp}$ to $\top$ and all other variables to $\perp$, at least one clause in $\tilde{\varphi}_{\text {min }}$ has an $x_{\perp}$ on the left, hence $\varphi_{\min }$ has less clauses than $\tilde{\varphi}_{\min }$.

We have to argue that $\varphi$ and $\varphi_{\min }$ are equivalent, and that $\varphi_{\min }$ is minimal with respect to the number of clauses. First let us show that $\varphi$ and $\varphi_{\min }$ are equivalent. Let $\nu$ be a valuation, we write $\nu_{\perp}$ for the valuation mapping $x_{\perp}$ to $\perp$ and matching $\nu$ on $V$. We have

$$
\nu \text { satisfies } \varphi_{\min } \Longleftrightarrow \nu_{\perp} \text { satisfies } \tilde{\varphi}_{\min } \Longleftrightarrow \nu_{\perp} \text { satisfies } \tilde{\varphi} \Longleftrightarrow \nu \text { satisfies } \varphi
$$

Then let us prove that $\varphi_{\min }$ is minimal with respect to the number of clauses. Assume by contradiction that we have a GH formula $\varphi^{\prime}$ equivalent to $\varphi$ and with less clauses than $\varphi_{\min }$. Then we can replace every negative clause $\left(\neg x_{1} \vee \cdots \vee \neg x_{n}\right)$ in $\varphi^{\prime}$ by a clause $\left(x_{1} \wedge \cdots \wedge x_{n}\right) \Longrightarrow x_{\perp}$ and add a clause $\left(x_{\perp} \Longrightarrow \bigwedge_{y \in V} y\right)$ to get a simple GH formula $\varphi^{\prime \prime}$ equivalent to $\tilde{\varphi}$ and with less clauses than $\tilde{\varphi}_{\min }$. This contradicts the minimality of $\tilde{\varphi}_{\min }$.

Hence $\varphi_{\min }$ has a minimal number of clauses.
Given a GH formula $\varphi$ using variables in $\Gamma$, its GH language is

$$
\mathrm{GH}_{\Gamma}(\varphi)=\left\{w \in \Gamma^{\omega} \mid \operatorname{lnf}(w) \models \varphi\right\} .
$$

Proposition A.4. Checking emptiness of an automaton with an acceptance condition represented by a GH formula is NP-complete.

Proof. The NP upper bound follows from the one on Emerson-Lei conditions.
For the hardness, we reduce from the Hamiltonian cycle problem. Let $G=(V, E)$ be a directed graph. For all edge $e \in E$ we $\operatorname{write} \operatorname{src}(e)$ for its first vertex and $\operatorname{tgt}(e)$ for the second one. We define the automaton $\mathcal{A}=\left(Q, q_{\text {init }}, \Sigma, \Delta, \Gamma\right.$, col,$\left.W\right)$ as follows:

- $Q=\left\{v^{-}, v^{+} \mid v \in V\right\}$, and we pick an arbitrary $v \in V$ and set $q_{\text {init }}=v^{-}$.
- $\Sigma=\Gamma=\left\{l_{v} \mid v \in V\right\} \cup\left\{l_{e} \mid e \in E\right\} \cup\left\{l_{\perp}\right\}$, every transition is coloured with the letter it reads.
- $\Delta=\left\{\left(v^{-}, l_{v}, v^{+}\right) \mid v \in V\right\} \cup\left\{\left(\operatorname{src}(e)^{+}, l_{e}, \operatorname{tgt}(e)^{-}\right) \mid e \in E\right\}$.
- $W=\mathrm{GH}_{\Gamma}(\varphi)$ with

$$
\varphi=\left[\bigwedge_{\substack{e \neq e^{\prime} \in E \\ \operatorname{src}(e)=\operatorname{src}\left(e^{\prime}\right)}}\left(l_{e} \wedge l_{e^{\prime}} \Longrightarrow l_{\perp}\right)\right] \wedge\left[\bigwedge_{v \in V}\left(l_{v} \Longrightarrow \bigwedge_{v^{\prime} \in V} l_{v^{\prime}}\right)\right]
$$

A run of $\mathcal{A}$ is a sequence $v_{0}^{-} \xrightarrow{v_{0}} v_{0}^{+} \xrightarrow{\left(v_{0}, v_{1}\right)} v_{1}^{-} \xrightarrow{v_{1}} v_{1}^{+} \xrightarrow{\left(v_{1}, v_{2}\right)} \cdots$. It is accepted if and only if all vertices are visited infinitely often and the run ultimately always selects the same edge from every vertex. The existence of such a run is equivalent to the existence of a Hamiltonian cycle.


[^0]:    1 Here, we could consider further classes of acceptance conditions such as Büchi, coBüchi, generalised Büchi, weak, etc... We refer to [9, Appendix A] for more details on these acceptance types. Our main result establishing decidability in polynomial time of typeness for Muller automata also holds for these acceptance conditions, as they are characterised by the ACD-DAG.
    2 This notion can be refined by taking into account whether the minimal colour needed is odd or even. We omit these details here for the sake of simplicit y of the presentation, and refer to [9, Definition 2.14] for formal definitions.

[^1]:    3 The definition of $\mathcal{Z}_{\mathcal{F}}$, as well as most subsequent definitions, do not only depend on $\mathcal{F}$ but also on the alphabet $\Gamma$. Although this dependence is important, we do not explicitly include it in the notations in order to lighten them, as most of the times the alphabet will be clear from the context.

[^2]:    ${ }^{4}$ For simplicity, here we define only morphisms of deterministic automata. More general statements use the notions of locally bijective and history-deterministic morphisms. We refer to [9] for details.

[^3]:    5 As of today, the proof is not currently publicly available online, we got access to it by a personal communication. The statement of the theorem only express the NP-hardness for the colour-explicit representation, but a look into the reduction works unchanged if the condition is given as a Zielonka tree.

[^4]:    6 This family of subsets already appear in the worst-case study of parity automata recognising a Muller language in Mostowski's paper introducing the parity condition [36, p.161].

